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ABSTRACT

Context. Close-in exoplanets interact with their host stars gréeitally as well as via their magnetized plasma outflows. fitie
dynamics that arises may result in distinct observableifeat

Aims. Our objective is to study and classify the morphology of tieedent types of interaction that can take place between & gian
close-in planet (a Hot Jupiter) and its host star, based @phfgsical parameters that characterize the system.

Methods. We perform 3D magnetohydrodynamic numerical simulatiansibdel the star—planet interaction, incorporating a star,
Hot Jupiter, and realistic stellar and planetary outflows. &plore a wide range of parameters and analyze the flowtstescand
magnetic topologies that develop.

Results. Our study suggests the classification of star—planet ictierss into four general types, based on the relative madeg
of three characteristic length scales that quantify tfiecés of the planetary magnetic field, the planetary outflowl, the stellar
gravitational field in the interaction region. We describe tlynamics of these interactions and the flow structuregtieg give rise
to, which include bow shocks, cometary-type tails, andinadipg accretion streams. We point out the distinguistigafures of each
of the classified cases and discuss some of their obseralljioalevant properties.

Conclusions. The magnetized interactions of star—planet systems caatbgarized, and their general morphologies predicteégdas
on a set of basic stellar, planetary, and orbital parameters

Key words. Planet-star interactions - Stars: winds, outflows - Magmgdoodynamics (MHD) - Methods: numerical

1. Introduction Ehrenreich et al. 2008; ngaveligrﬂii Eg_aén%i %t al.|2011;20
Bourrier et al| 2013, although s ,.2008 for a

The exoplanet class "Hot Jupiters” consists of massive@ase different interpretation of the data). The theory of evapoeativ
planets (of mass1-10M;, where the subscript “J” denotes theplanetary outflows has been developed in a number of papers,
planet Jupiter) that orbit their host stars on close-irettgries taking into account the thermal and ionization structuréhef
(semi-major axis 0£0.1 AU, corresponding to an orbital periodirradiated planetary atmosphere as well as tidal and magfet
of a few days). Among other exoplanets, the size and locafionfects (e.g., Lecavelier Etan tal. 2004; Nelle 200a62
Hot Jupiters favors both their discovery and the collectibde- [Tjan et all 2005 Garcia Muf 07;_ Murray-Clay et al. 200
tailed data. The two leading and complementary detecticmte[aAdam¥ 2011 Trammell et Al. 2011, 2014: Koskinen &t al. 2013:
niques, radial velocity and transit observations, havelted in  [Qwen & Adami 2014, and references therein).
a wealth of information regarding their orbital charactics, The host stars of close-in planets typically drive magne-
such as obliquity and eccentricity (elg.. Fabrycky & Win2))  tized stellar winds that are accelerated to speeds of a few hu
as well as their physical properties, such as surface tempefred kms*. The properties of these winds change as the star
ture and atmospheric composition (elg.. Bean €t al.[2018). Teyolves, from strong and often collimated outflows in young
study of the phenomenology of Hot Jupiters also provides-valktars (e.gl, Matt & Pudrifz 2008; Matt et al. 201.2b) to wealt an
able input to research on the physical conditions and psesesmore isotropic winds during the main-sequence phase (e.g.,
in smaller, harder to probe, Neptune- and Earth-like bogties, [\att et al[20124; Cohen & Drake 2014, and references therein
e.g./Seagkr 20111 for a recent reference on exoplanets). The magnetized plasma that is driven out in these winds con-
Hot Jupiter atmospheres are believed to be heated by phtitutes the medium into which the evaporative outflows from
toionizing extreme-ultraviolet (EUV) stellar irradiatio(e.g., close-in expoplanets expand.

..2000, but see also Owen & Jackson 2012 as A close-in planet and its host stars could thus interact
well as[Buzasi 2013 and Lanza 2013, who proposed, resptwough their respective outflows god magnetic fields. In ei-
tively, X-rays for very young stars and magnetic reconmecti ther case, the interaction could have a potentially ob&deva
for very close-in planets). The energy input could be largggnature. For example, it has been suggested that thetd mig
enough to induce an evaporative mass loss at a rateld°— be a detectable bow shock formed by the supersonic steltat wi
102 g s . Such outflows have been inferred in a couple of sys front of the planet (e.gl, Vidotto etlal. 2010, 201 14,b1£20
tems (HD 189733b and HD 209458b) in which detailed obsdrtama et all 2011, 2013; Ben4Jel & Ballestell 2013), or an ob-
vations have been carried out (elg., Vidal-Madjar et al.4200servable cometary-type tail associated with the sweptlapep
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tary wind that trails the planet in its orbit (e.g € . exposed to a UV flux near the low end of the range of values that
[1998; Mura et al. 2011; Kulow et al. 2014). According to thesse model (see Se¢i. 2.6), and evaluated the collisional finean
proposals, a bow shock could potentially contribute to the apath{p, = 1/(nnopp) to proton—proton collisions in a hydrogen
sorption of stellar radiation before an ingress of a tramgit plasma of densityy and temperatur@ ~ 10*K (for which the
Hot Jupiter, whereas a tail might contribute after an egresslevant cross section iy, ~ 10°%[T/10*K] 2 cn¥). They in-

It was furthermore proposed that the interaction with tied- st ferred a value£ 107 cm) that is~10* smaller than the density
lar magnetosphere might lead to phased hot spots on the sighje height at the sonic point (which lies at a distance ®f
lar_surface or to flaring activity. (Shkolnik etial. 2003, 2004y |anetary radii from the center of the planet). The largeiwaif
M&MM&M&QU&MMQ&JMM et@lis ratio indicates that the collisional approximatiomshi be
2009; [ Pillitteri et al.[ 2010|2011, 2014), and that the pltangpplicable to this problem over a wide range of circumstance
tary magnetic field cpuld beffected in both its topology and Similarly, our simple stellar-wind model (SeEEP.8) iscaksd-

its strength (e.gl,_Laine etlal. 2008; Cohen et al. 20 20kquately modeled within the hydrodynamic framework (e.g.,
Strugarek et al. 2014). It was aBOSW%M@)Z 0). The fact that both the planetary and the stella
that the interaction with a magnetized Hot Jupiter couldil& ytflows are likely magnetized sharpens these conclusfons:

a reduction in the mass loss rate, and even more stronglgin ﬂ?pical parameters, the proton Larmor radius= csmyc/(eB)

angular momentum loss rate, from the host star. _ wherecs is the speed of soundy, is the proton mass; is the
_ Inthis paper we perform 3D magnetohydrodynamic (MHDgpeed of lighte is the electron charge, ari8lis the magnetic
simulations that aim to address the following questions: field amplitude) is~ 107 (cs/10 km $)(B/1G)tcm — much

smaller thartp,. Given that the region where the planetary and
stellar outflows interact is located at a distance from thec®

of each of these winds that is comparable to the distances of it
pective critical surface, an MHD treatment of this iatgion
ould be amply justified.

1. How can one classify thefiierent types of star—planet inter-
actions that arise when a Hot Jupiter orbits its host star?

2. What are the dynamical features that develop in each c
and what are their expected observational signatures? ¢,

3. What is the impact of this interaction on the planetary and
stellar outflows?

We classify such interactions by studying the evolution gfie A numerical simulation that encompasses both the star and
of numerical models. In particular, we investigate whethé the planet needs to adequately resolve the sizes of bothtsbje
the planetary magnetosphere or the planetary outflow that For the case of a Hot Jupiter orbiting a solar-type host, the
tercepts the stellar plasma, whether the stellar outflowiter characteristic length scales of the planet and the stéerddy
nates in a bow shock, the circumstances for forming a staltgighly an order of magnitude. Since 3D numerical simutetio
tail along the planet’s orbit, and the conditions under \wtdc- are computationally demanding, the best strategy to mdael t
cretion streams of planetary material reach the stellafiaser star—planet interaction is to adopt multiple levels of refirent.

We carry out a parametric study and present the criteriectivat One approach is to configure an adaptive mesh that follows the
be used to classify a system’s morphology and dynamics basgbit of the planet and provides high resolution for its fite

on its physical parameters. We also consider some gene prand environment. Another is to set up a static, multiply efin
erties of the interaction regions that bear on their posale- grid and combine it properly with a corotating frame of refer
tectability. ence, so that the location of the planet stays fixed in thelfigh

Previous work by Cohen etlal. (2009, 2011a) has identifiedsolved region. Here we adopt the latter approach, whish al
and described some of the physical processes that may &de psimplifies the treatment of the interior of the planet. In gje,
in a system consisting of a magnetized star and a magnetizestatic, multiply refined grid is also appropriate for ineld or-

Hot Jupiter. These studies were, however, focused on tke inbits, as long as they are circular.

pretation of two specific systems. In addition, the planetaut-
flows were not explicitly included; they developed basedtan t
boundary conditions applied on the surface of the planetom
trast, we perform a systematic study to classify the typesarf
planet interactions, incorporating consistent planetanyls that
are based on detailed models.

The paper is structured as follows. Sddt. 2 explains tfﬁg
methodology and presents the numerical models. Bect. 3t1;epggt
the results of the simulations and describes the dynamecs[%
classifies the types of interaction and considers some wffibe
tential observational manifestations. Finally, SEct. Bswarizes
the conclusions of this work.

In the following, we denote the star witk™and the planet
with “o”. The simulations are performed in Cartesian coordi-
nates &, y, 2), but for convenience we also use the notation of
herical coordinatef( 6, ¢). The planet is assumed to orbit
the x-y plane, or, equivalently, a = x/2. The center of the
ar is placed at the originx{, Y., z.) = (0, 0, 0), whereas the
center of the planet a(, v., z,) = (X, 0, 0). For the initial-
ization we use an extra set of coordinate systems denotéd wit
primes, &, Yy, Z) and R, ¢, ¢’), with their origins placed at
(%, Yo, Z,) (i.e., centered on the planet). At each spatial point
(%, y, 2) we first calculate X, y', Z) = (X — X, Y, 2 and then

; ; perform a coordinate transformation to obtay, (¢, ¢’). In or-
2. Numerical modeling der to keep the center of the planet fixed, we adopt a corgtatin
As discussed in_Murray-Clay etlal. (2009, see also Tianlet #lame withQ; = Qqn, WhereQy, = Q2 is the angular velocity
[2005; [ Garcia Mufioz_2007), evaporative Hot Jupiter outflovef the frame anddqp = (GM,/x3)Y? is the Keplerian angular
need to be modeled as a fluid (using a hydrodynamic or an MHpeed of the planet (withl.. being the mass of the star aGdhe
formulation) rather than as a collection of individual jpelgs gravitational constant). Sindd.. > M, (whereM, is the mass
that undergo Jeans escape, because the plasma typicadiinsenof the planet), we assume thit. + M, ~ M, and hence that
collisional beyond the flow’s critical point. Murray-Claya&l the origin of the coordinate system iffectively located at the
(2009) considered an unmagnetized outflow from a Hot Jupiteenter of mass.
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2.1. The MHD equations see also_Trammell etlal. 2011), but their results remainiigual
tively similar to those of Murray-Clay et al. (2009). We théare

The ideal MHD equations in a frame that corotates with tnﬁmsiderthe adopted approximation to be justified for ties@nt

planet are: study, especially in view of the fact that the classificatioite-
dp ria presented in Seil 4 do not depend on the details of the win
—+V-(pv) =0, (1) models.

o We further assume, for simplicity, that the plasma consists

ov 1 1 of pure atomic hydrogen, and that it is fully ionized, so ttiest

a (v-V)v+ EB x(VxB)+ ;VP = g+Fin, (2) temperature is given bj = Pm,/2oks (Where the factor 2
represents the mean molecular weight, &gds the Boltzmann

oP constant). The strong ionization and near-isothermadisyienp-

il VP+yPV.v=0, (3) tions for the planetary wind are consistent with the “high UV
flux” case (corresponding to a young host star; et

9B [2005) presented [n Murray-Clay ef 09). By contramsthée

a1 TVX (Bxv)=0. (4)  “low UV flux” case considered by these authors (correspagdin

to a solar-analog host), the wind temperature drops with dis
The variablep, P, v, and B denote the density, pressure, vetance from the stellar surface on account of adiabatic ngoli
locity, and magnetic field, respectively, apds the polytropic To mimic this case, we also consider models with a charasteri
index. The magnetic field is required to obey the solenoidat ¢ tic temperature that is lower than“K.
ditionV- B = 0. Since we consider the nonrelativistic regime,  Atlocations where the magnetized stellar wind interacth wi
P, andB have the same values in the corotating frame and in thee planetary outflow or magnetosphere, field-line recotioec
lab (star's center of mass) frame. The velocity in the labna may potentially take place. This process can be realizeten t
is obtained from the expression, = v + sindRQ;¢. The vec- simulations — even though resistivity is not explicitly inded
tor g = g. + 0. is the gravitational acceleration, and the inertigh the formulation — because numericaffdsion allows the
force that appears in the corotating franfkg, = Fcentr + Fcor, magnetic field to reconnect in the presence of strong current

has centrifugal sheets. We note, however, that the model setup adoptedsin thi
o, e paper represents the star and the planet as aligned magnetic
Feentr = —[er X (Qf X R)] = Qf (XX + YY) (5) dipoles, a configuration that does not give rise to X-pointcst
. tures and is therefore not prone to reconnection.
and Coriolis
Feor = =2(Qf x V) = 2Q¢ (WX — V) (6) 2.2. Stellar and planetary parameters
components. . ‘Table[1 lists the basic model parameters that charactdrize t
The temperature at the base of an EUV-induced Hot Jupitedst star and the Jupiter-like close-in planet. The masdes (
outflow is found to be- 10°K (e.g.[Murray-Clay et al. 2009): M.) enter only in the gravitational field at the exterior of each

this value reflects the balance between photoionizatiotirftgea body, whereas their radiiR;, R,) define the spheres within
and collisionally excited radiative cooling (e.0.. Spita®78). which an internal boundary is applied. The temperatures cor
Furthermore, in cases where the stellar UV flux ifiisiently respond to the values at the base of the respective outfloes (t
high, radiative cooling continues to roughly balance the-phstellar corona and the UV absorption layer in the outer ke
toionization heating as the wind moves away from the surfacgmosphere). The value of the density of the stellar outfiowis

with the result that the temperature changes little aloedltw  chosen so that the mass-loss rate be comparable to thatsuf-the
(e.g.,.Murray-Clay et al. 2009). The isothermal approxiotat |ar wind (a few times 164 Mg yr-1), an approach adopted from
was also found to apply to the inner regions of the solar wifdatt & Pudritz [2008). For the planet, the base density vidue
(e.g.,.Cranmer et &l. 2007), and has thus been adopted i preétermined from the requirement that the simulated winctmat
ous simulations of both stellar (e.g., Matt & Pudritz 2008y a high-resolution 1D numerical simulations that include tek
planetary (e.g., Trammell etlal. 2014) outflows. Based oséheevant heating and cooling processes (see §edt. 2.8). Fhus,
considerations, we model both the stellar and the planetatry should not be regarded as the actual density at optical depth
flows in our simulations as being nearly isothermal througho r ~ 1 (the physical base of the outflow) but rather as a numer-
characterizing them by a polytropic indgx= 1.05 as in the jcally motivated value that gives the appropriate wind peofi
fiducial model ot Matt & Pudriz/(2008). This approach enableThe initial magnetic fields of the star and the planet arerassh

us to simulate the dynamics of these winds without having te be dipolar, with equatorial surface values equaBi@ndB,,

deal with the intricacies of a detailed calculation of therthal respectively.

structure of the outflow. As we show in Seci]2.8, the adopted The escape speed from the stellar surface is givendy =
framework can be made to yield density and velocity profilgeGMm, /R.)Y/2, whereas the sound speed at the base of the stellar
for the planetary wind that are compatible with the resulis owind is ¢, = (yP./p.)Y2. A useful model parameter for de-
tained by employing the more elaborate (albeit nonmagheti@rmining the properties of the wind i& = (1/2)(Veso./Csx)?.

1D model ot Murray-Clay et al. (2009), which incorporatesph Another important nondimensional variable is the ratio fo t
toionization heating and radiative as well as adiabatidiogo thermal and magnetic pressures at the stellar surfaces
IKoskinen et al.|(2013) — who adopted a more detailed moded- /(B, /8r) (the stellar plasma beta), which characterizes the dy-
ing approach that included, among other factors, a coretider namical significance of the magnetic fifldhe third relevant

of the full spectrum of ionizing photons (rather than jusir®  parameter for characterizing the outflowds = (Q.R./Cs.)?,
representative frequency) — found quantitativéediences from
thelMurray-Clay et al! (2009) findings (such as a slower iasee  * For plasmas values less than 1, the magnetic field dominates
of the ionization fraction with distance from the planetisface; the dynamics and constrains the plasma to move along flusstube
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Table 1. Range of parameters considered in the simulations.

Parameter Symbol Stellar value Planetary value Units
Radius R, R 1R 1-15R, Ry~ 101Ry
Mass M., M, 1Mo 0.5-1M; M; =~ 102 Mg
Temperature at the base of the outflow T.,T, 1¢° 6 x 10°-10" K
Density at the base of the outflow Dsr Po 5x1071° 7x10Y7-3x 10 genrs
Equatorial surface magnetic field B., B, 2 01-1 G
Escape speed at the base of the outflow Vescrs Vesco 620 35-60 kmds
Sound speed at the base of the outflow Cs., Cso 130 9-13 kmst
Escape velocity parameter/@ (Vese/Cs)? Ay Ao 115 38-23 -
Plasmas [P/(B?/8n)] at the base of the outflow 8., 8. 5 0.002-400 -
Rotation period P., P 12 12-37 days
Rotation speed parameteé2R/cs)? €, € 0.1 0.03-05 -
Lagrange point 1 L1, L1o 4.6-95Ry 2.7-69R, Ry~ 101 Ry
Stellar UV flux Fuv 5x 10P-5x 1P — ergcm?s?
Orbital radius Rorb - 0.023-0047 AU
Orbital period Porb - 12-37 days
Orbital speed Vorb - 138-195 kmg

which measures thefect of surface rotation. Corresponding exkar, the velocity profile for the stellar outflow]" (R), is obtained
pressions foWese, Cso, 4o, 8o, @nde, are used for the planet. by solving numerically the equation:

The stellar UV flux,Fyy, is a critical quantity because it 1 1
determines the energy input and hence the strength of the plé. — Iny. = -3-4 In(—*) +Ing, +2°=,
etary wind. Finally, Tabl€]1 gives the rotational periodsttoé 2 &
star P*_ = 2n/Q.) and _the planet®, = 27/Q,) as well as wherey,(R) = (V'/cs.)?, £.(R) = R/R., and A, is defined
the orbital characteristic®on = X, Pon = 27/Qom, @nd iy Sect[ZD. In this equation we take the speed of sound to be
Voro = (GM../Ror)™/2. The host star is taken to rotate at 1% Otrictly isothermal, i.e.¢s = (2keT/my)Y? (corresponding to a
the breakup angular speed (as comparemf GM./R)Y _polytropicindex thatis exactly 1). Since the star is asslitode
for the present sun), whereas the planet is assumed to llg tidgyiating, we make the approximation that the initial windds
locked (i.e., Q. = Qom), which is a reasonable approximation,ting rigidly with it. This is a minor contribution to the tllow
for a close-in planet that interacts tidally with its hostrste.g., velocity becaus@. is an order of magnitude smaller thex
Matsumura et al. 2010). Our model planets thus rotate3at (and, in any case, the flow self-consistently assumes theator
25% of breakup. values ofv, as the simulation evolves). The Cartesian compo-
nents of the initial stellar outflow velocity are then giventhe
sum of the wind, rotation, and frame speeds:

()

2.3. Stellar and planetary winds

We base the numerical treatment of the two outflows on the sifi (% Y- 2) = siné [C°S¢ Vs (R) + sing R(Qyr + Q*)] X, (8)
plified approach of Matt & Balick (2004). In brief, we initiae »

dipolar magnetospheres (force-free by definition) and kieed V' (X Y. 2) = siné [sin¢ Vit (R) — cosg R(Qf + Q*)] g, 9)
at each surface the physical quantities that drive the fldve T

temporal evolution of such configurations opens up the magné'(x y, z) = cosd V"' (R) 2. (10)

tospheres and leads to steady-state winds[(see Matt & Pudrit

). Although this method does not require the winds to Be derive the corresponding expressions for the planetaty o
specified explicitly, we have opted to initialize a simplerfoof  flow, we first calculate/)"(R') from Eq. [T), usings.(R), 4.,
outflow to ensure that the starting wind profiles are in age®m andé.(R) = R'/R,. We then add the planet’s orbital velocity,
with detailed, self-consistent models in the literaturee 8- Vorb = RoreQ0orby, as well as the frame and planetary-rotation ve-
phasize that, because of the transonic nature of these flloevs,locities (using the rigid-body assumption), to obtain:
final steady state does not depend on the initial configurgtio . ) -
only on the boundary conditions that are imposed at the sesfa Vi (.Y, 2) = siné’| cosg' vyt (R)
of the two objects. However, in low-resolution simulatidhat
do notinclude all the relevant physics, simple assumptitosit + sing RQy — sin¢'R/Qo] X, (11)
the density and temperature at the boundary might not giie co
rect results. Therefore, we use the profiles of detailed atfl VM (x, v, 2) = sin 9'[sin SV (R))
models as a guide in order to set up the appropriate boundafy
conditions. This procedure is particularly useful for eaptg
the correct mass loss rate of the planet, as described indeere
tail in Sect[2.8.

We initialize the velocity field of each outflow at tinte= 0
as an isotropic, isothermal Parker wihd (Pdrker 1958). ttipa

—€0S¢p RQf + RorpQorb + COS¢/RQo] y.(12)
Vi (%Y, 2) = cost Vgt (R) 2, (13)

whereR/, ¢, and¢’ are functions of X, y, 2), as explained at
the beginning of this section. For simplicity, we have assdm
Conversely, when the value of this parameter exceeds 1,uidedbm- that the initial planetary wind orbits and spins rigidly kvithe

inates the dynamics and the magnetic field is dragged by the flo  planet, an approximation that is appropriate only closehto t
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surface. Note that, for a tidally locked planet, the orbigloc- become supersonic at a radius that is slightly smaller thin 6
ity cancels out with the frame and planetary rotation velesj and 6=, respectively.
and the planet stays fixed at the location, fy., z,). For exam- In a real system, the stellar flux that heats the planetary
ple, they components of these three terms at a distanal®ng surface varies with longitude (in particular, there is ne di
the line that connects the centers of the star and the pla@et@ct irradiation of the planet’'s night side) as well as lati#
—XQf + X Qorb+ X' Qo = 0. Under this assumption, given that wein particular, the planetary poles also receive no direxith
are working in the corotating frame, we could have just ag wehg). This implies that even an unmagnetized outflow would be
initialized the velocity by using only the thermal (Parkespd, anisotropic, although the quantitativifect of the uneven irradi-
with no extra terms. ation on the evaporative mass outflow rate need not be lage (e
To obtain the pressure profile of the stellar wind, we solMdurray-Clay et al. 2009). In this work we simplify the treant
analytically the hydrodynamic radial momentum equation, by assuming that the base temperature and density are mnifor
over the entire planetary surface.
dvg dP  GM,

VR—— + —— = p——t | (14) The initial magnetic field configuration in the computatibna
PRIRTdR ™R domain is taken to be a sum of two magnetic dipoB&t + Bint,
which gives: which are given by

N init \ 2 L B*Rf R R R
P (x.y,2) = P. exp[/l* (% -1)- %(“W*) } . (15) BM(xy.2) = " [dex+ 329+ (37 - R) 4 (20)

Cs:
The density is then found using the isothermal-plasma apsurralmd
tion: .y B,
- N BNt(x,y,2) = R—f [3x7 %+ 3yZ §+ (322 - R?) 2| (21)
P (X y.2) = P (16)
P. for the star and planet, respectively. Both dipoles arentei
In a similar vein, we get for the planet along thez axis and are aligned with each other. We also write
) explicitly the components of the total gravitational fiegdbut-
. vinit (R side the two bodies:
PM(x,y,2) = P, exp| A, (& - 1) - }( wo( )) (17)
R 2\ & 9.(%,Y,2) = CM. p _ GM. (XR+YY+22) (22)
and % el 9 R3 R3 9
P (%Y, 2) = '(F),—Z LA (18) g.(xy,2) = GR'\,Q° (XK+y§+72). (23)

We set up the stellar wind everywhere in the computa- . B
tional box, apart from a sphere of radiusRLQcentered on the 2.4. Wind boundary conditions

planet. Within this volume we initialize the planetary wirfgbth In order to continuously accelerate the outflows and guagant

outflows are initially supersonic and super-Alfvénic (wihe : .
, . e 12 : a constant supply of mass, we keep fixed the density, pressure
Alfven speed Even bya = [B/4rp]™) at the interface that and velocity at their bases. Specifically, during the terapevo-

separates them. . ; o . i
It is worth noting that the Parker wind (EG. 7) is nondimenl—unon’ we impose the initial values of these quantitieshatre

. : A ; . . gions defined byR, < R < 1.5R, andR, < R < 15R, for
fr']%noakl)-gf;lttg:éetrr@(il,lg::éistt&ﬁﬂcfn%pgfiseeg;E#ggsgééuﬁﬁz% the stellar and planetary winds, respectively. Howeverniag-
and thjat its solution depe};]ds only on the paramgtwhich can netic field is free to evolve within these shells, readjustelf-
be written in the form consistently from its initial dipolar topology. This is lified

treatment as compared with the formulatior_of Mgg%& Pufritz
1(2GM/R M\(Ro\/To (2008), who modeled 2.5D axisymmetric stellar winds using a
-5 (m) o (M_G)(_)(T) : (19) thinner, four-layer shell above the surface of the Btavithin

R

that region, they progressively relaxed the time-depecyleon-
Interestingly, for a solar analodR( = 1Ry, M. = 1Mg, straint on the physical quantities. Here we employ a less de-
T. = 10°K) and a Hot JupiterR, = 1R; ~ 10" Ry, M. = tailed setup on account of the lower resolution imposed by ou
1My = 103 Mg, T, = 10°K) we obtaind. ~ 1,. As a re- 3D modeling. Nevertheless, the steady-state winds thatbwe o
sult, the two outflows reach their corresponding sonic spe¢d tain compare well with the more refined 2.5D simulations (see
the same scaled distance. For the adopted fiducial parsnetgect[Z2.8).
A = 115, which implies that the stellar and planetary outflows The above implementation of stellar windsffdis from
the approach adopted Hy Cohen et al. (2011a,b, 12014) and
2_ Recall that in MHD there are three types of waves (listed ofeor Mdoﬂg_pel_al |(2Ql|4§) (and references therein), which idehl
of increasing propagation speed): slow-magnetosonic (SHB/en, o - iy mmetric andr temporal variabilities. We neglect such

- ic (FMS). Al field li FM . . : - - .
Eglg?efsa;: nr?:)g(;(z\ etcc:)s gzgzén S?/I)S or?ggt Irii%(mci;’ ZQrOSSSfigYmg—S effects in this work in order to investigate the star—planegrint

the SMS and Alfvéen wave propagation speeds are zero, andgh Faction in a general manner that does not depend on temporary
wave propagates aif + c2)'/2. The FMS critical surface is the separadocal fluctuations.

trix beyond which no perturbation can propagate opposttetpe flow Our wind boundary conditions do not incorporate the ef-
(analogous to the sonic critical surface in hydrodynamies) hence- fect of tidal forces on the planetary outflow. As discussed by
forth refer to this surface as the “critical surface”. Weodisllow a com-
mon practice in the literature and plot the Alfvén and sadparatrices ° A 2.5D MHD simulation refers to the evolution of all three com
rather than the SMS, Alfvén, and FMS ones. nents of the velocity and magnetic field in a 2D computatiatahain.
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Trammell et al. [(2011), these forces could suppress the wisidnulated systems, a general — and largely model indepénden
from the polar regions of a tidally locked planet with a dgiol — classification scheme for magnetized star—planet intieras
field geometry. In particular, these authors showed thawvihd We usually adopt two representative values for each of tigs-ph
would not undergo a sonic transition in this case,if> 4/1% ical variables that need to be specified in the model. Thus, we
(where the parameteesandJ are defined in Sedf_2.2). Our ne<consider two combinations of planetary parameters, thenins
glect of this suppression in the adopted boundary conditien ing Jupiter’s mass and radius and the other correspondiag to
not a serious omission in view of the fact that our simulaioress massive (6 M;) and larger-radius (5R;) planet. These
incorporate the fect of these forces fodR > 1.5R, and that choices are intended to sample the typical range of values fo
the sonic surface typically lies at a distance of a ewfrom the escape speegse o« (M,/R.)Y? from a hot Jupiter, which is
the planet’s cent@.Furthermore, for the star—planet configurarelevant to the mass evaporation rade, in the low+Fyy limit
tions considered in this paper, which are characterizechoglp (whereMe, o« 1/V2. ; e.g./ Murray-Clay et al. 2009).
lel orbital and spin axes, the bulk of the interaction betwie We similarly consider two magnitudes for the UV flux,
stellar and the planetary plasmas occurs in the equatdaiaép one low Fyy = 5 x 10°ergent?s™t) and one highFyy =
with the details of the planetary outflow from the polar rewo 5x 10° erg cn?s™1), adopting numerical values similar to those
having little efect on the results. given for these two limits in_Murray-Clay etlal. (2009). Tkes
two values correspond to firent evaporation regimes. In the
high-flux case, the excess photoionization energy is Igigst
by radiative cooling (radiatignecombination-limited evapora-
The interiors of both the star and the planet are treated as antion), whereas in the low-flux case it is mostly absorbed and
ternal boundary. In particular, the values of all physiazhgti- drives the outflow (energy-limited evaporation). The owiflo
ties are kept fixed by having them overwritten at each timg.stdrom a strongly irradiated planet is denser, hotter, andefas
To avoid spurious féects at the surfaces of the objects, or esthan that from a weakly irradiated one (elg., Murray-Claglet
treme dynamics that couldtact the global time step of the sim-2009). Since in this paper we do not explicitly model the aadi
ulation, we prescribe an approximate equilibrium withieith tive processes in the planetary atmosphere, we specifyitiee w
volumes. properties through the values of the base temperature and de
Since the physical conditions in the interior of the star aity, which are adjusted to match the results of more detaile
the planet are not important for the simulation, the simpd@s calculations (see Se€i. 2.8).

2.5. Stellar and planetary interiors

proach is to consider them as uniform-density spheres.ftke i We also vary the distance of the Hot Jupiter from the host
rior gravitational accelerations are then given by star. Smaller orbital radii imply a stronger tidal force asliw
as a locally weaker, and possibly not fully developed, atell
9.(XY,2) = f,er*R - i‘rn'Gp*(X)? +yY+29) (24) wind[ The value of the orbital radius also determines whether
3 3 the planet lies within the critical surface of the stellandior
and whether it is impacted by a super-critical flow.
4 The two values that we adopt for the magnetic field ampli-
0o(X,Y,2) = énGpo(x’f( +Yy+79), (25) tude at the planets surfacefidir by an order of magnitude and

are intended to represent a “strong” and a “weak” field. Syeon
from which the pressures can be inferred using the hydiostdte!lds correspond to higher magnetic pressure and tensidn an

equilibrium condition: exhibit a greater “rigidity.” In this case the field resistsiry
5 opened up by the stellar outflow over a larger region near the
pinit =P, +Z 2(R2_ R2 2 equator, and asa result the_plan(_atary magnetos_phere fwesen
S ey:2) " 37er* (Rf ) ’ (26) larger obstacle in its interaction with the stellar wind.

5 Although we vary the stellar UV flux, our simulations em-
Pt(x,y,2) = P, + =1Gp? (Rf - F(Z) . (27) ploy only a single set of stellar wind parameters. Our coyera

3 of the relevant parameter phase space is, howevigisatly
foad to yield general results, which in principle applyoats

We keep the dipolar expression for the magnetic field, b S :
ystems with either a weaker or a stronger stellar wind.

we smooth it out at the center where it becomes singuld
Specifically, we assume that the central regions of the stdr a
the planetR < R./2 andR' < R,/2, are uniformly magnetized » 7. Numerical setup

spheres, with magnetic field®" = 16B,z andB™ = 16B, 2

that connect smoothly with the dipolar configurations agéar The simulations are performed with PLUTO (version 4.0.1),
radii. Finally, we approximate the star and the planet astiry @ code for computational astrophysi¢s_(Mignone et al. 2007,
rigid bodies and specify their angular velocities @y = Q.2 [2012) The computational domain consists of a cube, with
andQ, = Q.Zz, respectively. XY,z € [-15, 15]R,, which is resolved by a static, multiply
refined grid of 224x 192x 192. We have also carried out one
simulation (modeFvRb) in higher resolution, 424 320x 320,

2.6. The models in order to validate our results. The region around the star,
Table[2 lists the models that we study numerically. We aim %Y Z € [-5. 5]R., is resolved withAx, Ay, Az = 0.16R. (64°
explore the observationally relevant regions of paramsgece Cells) in most cases, and wittx, Ay, Az = 0.08R. (128’ cells)

and attempt to deduce, based on the behaviors exhibitedeby -t

We do not take into account changes to the incident UV fluxréat

4 We note in this connection that the only two models in Tablea2 t sult from variations in the orbital radius since their magdes remain
develop supercritical outflowsvRb and FvRB, do not satisfy the in- small in comparison with the fierence between our chosen represen-
equalitye, > 4/12. This is consistent with the fact that the sonic surfactative values.
plotted in Fig[® is represented bycksed curve. 8 PLUTO s freely available dittp://plutocode.ph.unito.it
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Table 2. Parameters of the numerical models. From left to right:tatbadius Ryr,), planetary radiusi,) and massNl,), surface
escape speetldss ), distance to thé; point (in units ofR,), density andd,) temperatureT,) at the base of the outflow, equatorial
surface magnetic fieldd;), and irradiating flux (high or low; see text for the numelicaues). The labels of the models are divided
into four parts: the first denotes the stellar UV flux (highgr low [ £]), the next describes the magnitude of the escape spegé (lar
[V] or small [v]), then its distance from the host star (fat pr near [r]), and finally the strength of its magnetic field (stromg ¢r
weak b]).

Model Ry (AU) R, (R) M, (M) Vese (kms?) Ly (R) p.(gentd)  T,(K) B, (G) Irradiation

FVvRB 0.047 15 05 35 37 7x 101 10° 1 High UV flux
FvRb 0.047 15 05 35 37 7% 10716 10 0.1 High UV flux
FvrB 0.023 15 05 35 18 7% 10716 10 1 High UV flux
fvRB 0.047 15 05 35 37 7x 10T 6x10° 1 Low UV flux
fvRb 0.047 15 05 35 37 7x 10 6x 10° 0.1 Low UV flux
fvrB 0.023 15 05 35 18 7x 10 6x 10° 1 Low UV flux
FVRB 0.047 1 1 60 ® 108 100 1 High UV flux
FVRb 0.047 1 1 60 ® 1013 10* 0.1 High UV flux
FVrB 0.023 1 1 60 A 1013 10t 1 High UV flux
fVRB 0.047 1 1 60 ® 3x 108 6x 10° 1 Low UV flux
fVRb 0.047 1 1 60 @ 3x 1018 6x 10° 0.1 Low UV flux
fVrB 0.023 1 1 60 A 3x 101 6x 10° 1 Low UV flux

in the high-resolution simulation. However, for the Hot ep |, peame e’ L2021 V04 2D stellar wind
and its surroundingsy,y’,Z € [-5, 5]R,, we use a resolu-

tion that is higher by one order of magnitude, i%&x, Ay, Az ~ 8

0.016R, (64° cells) andAx, Ay, Az ~ 0.008R. (128 cells) for

the standard and highly resolved cases, respectively.emeh ~ 6

—14.
—15.
< —186.
AX, Ay, Az~ 0.16R.. 4 ’ 18
fraction of which is required for the system to attain a quasi ° ’,// o
steady state. For comparison, a stellar wind propagating at o Bl ) S —20.

4 6 8 10

x (R.)

gion between the star and the planet we apply the resolutiﬁn

The total time of the simulation is typically4 days, only a
300kms?! travels~10 times the distance from the startothe © 2 ¢ 6 8 10 0 =2
outer boundary over this time interval. We adopt highly aate
numerical schemes to compensate for the resolution limmits iFig. 1. Logarithmic density contours, field lines (solid lines),
posed by the three-dimensional character of the simulation and poloidal Alfvén surface (dashed line) in the final s{estdte
particular, we use the HLLD Riemmann solver and apply thira{ the 3D stellar wind model employed in this paper (left gane
order accuracy in space (piecewise parabolic interpalpaad and of a 2.5D high-resolution simulation (right panel).
time (3¢ order Runge-Kutta). The conditiovi- B = 0 is im-
plemented using the divergence-cleaning method, an apiproa -4 400
based on the generalized Lagrange multiplier (GLM) formula

tion (see_ Mignone et &l. 2012 and references therein). 6l

300 -7

2.8. Verification and calibration of 3D wind models & 18} 200} /

v, (km/s)

The acceleration and final steady-state properties of alatetl
wind depend on the included physics as well as on the resolu--20 100¢
tion of the grid. 3D simulations are computationally expeas - )
and therefore cannot incorporate the same level of detail th -2z ‘ ‘ b ‘ ‘
is possible in 1D and 2D models. In this work we have imple-  © o ®) 20 30 0 o ®) 20 30
mented a simplified procedure for treating the stellar andée! ) '

tary outflows, and we now check on the validity of the adoptdelg. 2. Logarithmic density (left) and radial velocity (right) in
approximations. We first compare our 3D stellar-wind mod#he final steady state of the 3D stellar wind model as a functio
with a more detailed (and higher-resolution) 2.5D model araf the distancdr from the center of the star along the equatorial
verify its consistency. We then demonstrate our method ef gx) and axial ) directions (solid and dashed lines, respectively).
suring the consistency of 3D planetary wind models with 1D

hydrodynamic calculations that incorporate the relevéuysjcs

of evaporative outflows.

Figuredl compares the 3D stellar wind model adopted in tHisousand cells on the right if it were a 3D setup. Any discrep-
work (left panel), with a 2.5D simulation with the same paranancies can be neglected since the outflow serves its purfose o
eters (right panel), but with a 10 times higher resolutiasngl providing a generic stellar wind.
each direction (modeled as[in Matt & Pudritz 2008). The den- Figure[2 shows the profiles of the density (left panel) and
sity, velocity, and magnetic field have very similar profjlds- radial velocity (right panel) for the steady state reachgar
spite the fact that every cell on the left would be resolvedibystellar wind model. The radial velocity is zero along theaqu
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25 Simplified Non-Equilibrium Cooling (SNEQg) module of PLUTO
(Tesileanu et al. 2008). The hydrogen ionization balarqeae
2ot .+  tion accounts for photoionization, Case B radiative recio@b
o tion, and ion advection. Using the results of these calmnat
e we fine-tuned the boundary conditions of the simplified 3D mod
; els until the latter were found tdfectively capture the general
features of the 1D models for our representative planetsih b
1 the high- and low-flux limits. The steady-state planetarpdvi
profiles obtained in this way are shown in Figl. 3 Bhd 4 togethe
_20 ‘ ‘ ‘ ‘ 0 ‘ ‘ ‘ with the corresponding 1D results.
o 1 2 38 4 5 o 1 2 3 4 5 As can be seen from Figsl 3 aiid 4, the 1D outflow models
x (R) x (R) predict a very steep density drop near the surface of theeplan
Fig.3. Logarithmic density (left) and radial velocity (right) asThis implies that, if one were to choose the value of the serfa
a function of distance from the planet’s center for the spic  densityp, for the 3D simulation simply on the basis of the loca-
outflow model used to initialize the 3D wind simulation for dion of the nominal base of the flow (where~ 1), this would
“light” Hot Jupiter (M, = 0.5M;, R, = 1.5R;). The symbols likely not lead to a good match with the 1D density profile. On
“+" and “x” denote, respectively, the high- and low-flux case#ie other hand, if one were to choose even a slightffedint
(modeled withT, = 10°K and T, = 6 x 10°K, respectively). reference radius for fixing the surface density, this migisuit
The solid and dashed lines are from the corresponding 1D siti-a significant under- or over-estimate of the mass outflde.ra
ulations that take into account the relevant heating andirgpo These considerations strongly suggest that the correcede
processes (see text for details). for modeling the underlying planetary outflow is to choose th
boundary values of density and temperature on the surfabe of
planet so that they lead to a good match with the reference pro
files. The small discrepancy seen in the velocity profile &f th
low-flux case in Figl¥ can be ignored because, as we show be-
low, the interaction with the stellar plasma chokes the owtfl
from a Jupiter-like planet for this value of the flux.

v, (km/s)

-12 15

3. Numerical results

3.1. Unmagnetized star-planet interactions

Before turning to the MHD simulations, we make a few quali-

tative remarks on the expected behavior in the absence of mag

. . . netic fields. Assuming that there is no planetary outflowstieé

Fig.4. Same as Fid.I3, but for a Jupiter-like planBt.(= My, |ar wind will impact tr?e planet directlyi.)For a s)L/Jpersoniellar

R =Ry). flow, the height above the planet’s surface where the plasitha w
get shocked is determined by the location where the atmoisphe
thermal pressur&y ., is equal to the local value of the wind ram

up to~4R,, corresponding to the extent of the stellar dead zoisessurepy,.V2,. For a subsonic flow, there will be no shock,

(see Fig[l). More generally, the finding that the wind speed rbut rather a smooth transition of the physical quantitigs/ben

mains lower along than alongz for any given value oR can the two bodies: the density and pressure will have high alue

be attributed to the fact that a smaller fraction of the fighdd at the surface of each object and will be lower in between. The

open up near the equator than near the poles. This behaviotagverse will hold for the velocity: zero values at the scefs

also exhibited by more detailed models of winds from sojaet and a smooth acceleration — and subsequent deceleration — on

stars (e.gl, Cohen & Drake 2014). Inthe case of faster nstd@to  moving from the host to the Hot Jupiter.

which magnetocentrifugalicts play a more prominentrole in  If a planetary outflow is present, its strength will deterenin

the acceleration of the wind, the outflow speed along thetequawhether it will be suppressed by the stellar wind (weak out-

can become higher than along the spin axis (e.g., Matt & Pudrilow) or else become supersonic and then collide with the stel

[2008). This regime is pertinent to our models of tidally ledk lar plasma well away from the planet’s surface (strong owfflo

planets. When both flows are supersonic, they interact at the location

To ensure that the planetary winds are properly initializewhere the ram pressure of the planetary wing,v;, ., is equal

we specify the boundary conditions so that the resulting prt® that of the stellar gas (as measured in the corotatingdyam

files match the results of a more elaborate (and highly re-

solved) 1D model that incorporates relevant additionalsit® 5 », soneral behavior

Specifically, we simulate the outflow along the line joinirg t

centers of the planet and the star, incorporating explivérgy \We start our presentation of the MHD simulations by desagbi

and ionization balance equations following the formulatad the general structure of the interacting outflows; in theuers

Murray-Clay et al.[(2009). The energy equation includeseaev subsections we present the results for each of the simuiztele

tive andPdV-work terms as well as source terms in the formls in greater detail. We use mod@&RB for this illustration, and

of photoionization heating (assuming a single ionizingtpho show its initial configuration in Fid.l5; the initial structiof the

energy of 20eV and perfecfieiency) and Ly cooling (un- other models is similar except for the planetary wind prefile

der the assumption of collisional excitation by free eleet). which depend on the choice of surface parameters (see[Figs. 3

This equation is integrated using a modified version of ttend[4). The star is located at the center of the left panel &nd o
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Fig.5. Initial conditions in the lab frame for mod&VRB. The Fig.6. Logarthimic density (color contours in units of g ci),
axes are in units of.01 AU. Logarithmic density contours (in velocity (arrows), magnetic field (solid lines), criticalrfaces
units of g cnT®) are shown in thecy plane ¢ = 0; left panel) (dotted line: sonic, dashed line: Alfvén), and thepoint (cross)
and in thex-z plane ¢ = 0; right panels). The top right panel isfor the final steady state of modg&tRb. Distances are measured
focused on the star and the bottom right on the planet. Sokd | in units of Q01 AU. The panels are arranged as in [Eig. 5, with
represent the magnetic field, arrows show the velocity figlth( the left and top right panels centered on the star, and therhot
the longest one corresponding+890 km s1), dashed lines the right one on the planet.
poloidal Alfvén surface\é + v2 = (B2 + B2)/4np), and dotted

lines the poloidal sonic surface(+ v2 = yP/p). The cross in fvRB

the bottom right panel denotes the location of theoint. 6 RN ‘

arrows, and its initially dipolar magnetic field with solichés. . s
Next to the star, ak ~ 4.5 (in units of Q01 AU), is the spheri- E
cal volume within which the Hot Jupiter and its outflow are lo- ~ |
cated (left and top right panels). A close-up of the regioarne-c g /ol s Ny ‘ / |\
the planet is shown in the bottom right panel. Note that bo¢tht s _, 2 4 6 6 -4 -2 0 4 8
stellar and the plentary winds are super-Alfvénic and ssqu@c
at the initial interface between them (a sphere of radiuR,10 Fig. 7. Same as the left panel of Figl 6, but for mod€iRB
centered on the planet). (left) andFVRb (right).

At the beginning of the simulation, the plasma escaping from
the surface of each object forces the magnetosphere to bpen.
general, depending on the strength of the magnetic fieldt@d dusly pushed away radially by the stellar wind, resultingain
physical conditions at the base of the wind, this might happélted structure.
over the entire surface (for a weaker field gvda stronger out- FigurelT illustrates how the structure of the tail is modified
flow) or just at the polar regions (for a stronger field ard when the model parameters are changed. The left panel shows
a weaker outflow). For the adopted value of the stellar sufe results for modefvRB, which has the same parameters as
face magnetic field&. = 2G), the star forms a dead zone fomodel £vRb (Fig.[d) except that the planetary magnetic field is
n/4 < 6 < 3r/4. In this region, the hot plasma cannot overcome factor of 10 stronger, corresponding to an increase by -a fac
the opposing forces of stellar gravity and magnetic tensioth  tor of 100 in the magnetic pressure at a given distance fr@am th
of which are almost perpendicular to the flow. The behavior pianet. As expected, this results in the bow shock beingdaca
the planetary magnetosphere will be discussed on a casesey ¢arther away from the planetary surface, which, in turnegiv
basis: its structure depends both Bnand the planetary wind rise to a wider tail. The right panel presents the final state f
propertiesand on its environment. modelFVRb, which corresponds to a higher UV flux (which pro-
motes an outflow) but also a larger escape speed (which sinder
a wind). Overall, its behavior is very similar to that of méde
fvRb, although the tail in this case is noticeably denser. This ca

Figurd} disp|ays the final steady state of mafléib. This case be understood from the fact that, in the hlgh-ﬂUX ||m|t, thasb
corresponds to a low UV flux, and the planetary outflow is wealensity scales roughy f%/\f (Murray-Clay et al. 2009).

and cannot overcome the ram pressure of the stellar wind (pro The snapshot shown in the right panel of Fi. 7 highlights
jected along the orbit). The stellar wind is stopped by thg-maa few interesting dynamical features of cometary-typstdihe
netic pressure of the planet’s closed field lines (which egse plasma that trails the planet has a velocity comparable éo th
the thermal pressure above the planet’s surface), teringniata  orbital speed, whereas the component of the stellar windgalo
bow shock that standgfca few planetary radii from the planet'sthe orbit is negligible at that location. This results in ttevel-
surface. The magnetosphere is dragged backward by tharste@pment of strong shear, which may trigger a Kelvin-Helmholt
wind, forming a cometary-type tail. This process is akinhe t instability. Furthermore, the stellar plasma that pusthestail
formation of the geomagnetic tail in the interaction of tlee s outward is of lower density than the trailing stream, whieim c
lar wind with Earth’s magnetosphere (elg., Ness 1965). @lhe tinduce a Rayleigh-Taylor instability. In this particulamsila-
does not follow the trajectory of the planet since it is conti tion, their dfect on the tail structure remains comparatively mild,

3.3. Models exhibiting a planetary tail
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Fig.8. Same as Fid.l6, but for mod&VRb. Fig.11. Same as Fid.]6, but for modEVRB.

Beyond that region, the planetary outflow collides with tted-s
lar wind and forms a shock. This happens on both the day and
night sides of the Hot Jupiter on account of the high orbjteksl
(which shifts the apex of the bow shock away from the sulzstell
point) and the axisymmetry assumption for the planetardwin

A noteworthy feature of the interaction in this case is the ac
cretion of part of the shocked planetary outflow onto the host
star. The infalling material spirals for a quarter of an temd
then impacts the stellar surface. The fact that this gas fall
rather than form a torus-like structure, can be attributethe
action of the shock and of the stellar wind, which slow dowd an
disrupt the flow, and to the increase in the gravitational ptl
the star as the gas spirals in. The rest of the outflowing daye
gas is, however, pushed back and forms a tail, as in the cases ¢

Fig.10. 3D representation of the density structure and of tridered in the preceding subsection. Both the inspiraiimgtae

P ; . . . trailing streams areféected by the velocity shear with the low-
tic field | blue: stell d: planet f bd : . X
magnetic field lines (blue: stellar; red: planetary) for re density stellar gas and by the outward acceleration thattm-

FvRb. The logarithmic density scale is chosen for visualizatioponem induces, which trigger Kelvin-Helmholtz and R i
urposes and does not correspond to that offrig. 9. : = ) . agte
il P g Taylor instabilities. Thesefkects lead to the destruction of the
tail in this case, with its fragments being pushed outwarthiey
likely on account of the relatively high density of the tiag ram pressure of the stellar wind (left panel of Hig. 9). A very
stream. We have, however, found that the induced distartian Similar outcome is produced for modBVRB (not plotted), in
be more persistent in other cases. which, however, the stronger planetary magnetic field tesal
the planetary outflow weakens and the density in the tail bgQnIC One. )
comes measurably lower than in the models considered so far. Accretion streams onto the stellar surface can form also in
This result follows directly from the expression for the mascases where the planetary outflow remains weak and therstella
evaporation rate in the low-flux (energy-limited) limit, ighim-  Wind is stopped by the planetary magnetic field. This is illus
plies thatMe, o< Fuy /V2¢.(see Eq. 9 ih Murray-Clay et al. 2c\09)_trated in Flgl:ﬂl, _Whl_ch_shows the final conﬂgurgtlon of _model
In this case the tail becomes thin and barely noticeables iEhi FVRB. This case is similar to mod@VRb, shown in the right
demonstrated in Fig 8 for modéWRb — the outflow is even Panel of FiglY, in that a combination of high UV flux and large

weaker when the magnetic field amplitude is increased (mo&scape speed generate a dense discharge from the planetary s
fVRB, not plotted). face but only a weak outflow. In this case, however, the s&ong

magnetic field causes the interface between the planetagy ma
o ) ) netosphere and the shocked stellar wind to lie at a largtarie
3.4. Models eXhlbltlng both a tail and an accretion stream from the p|anet’s Surface; in particu|ar, it now lies bey(blnHLl

Figures® and10 display the final quasi-steady state of mo &int. At that location, the gravitational puI_I from the stend the
FvRb. This model difers from the reference case of S&cT] 3 ermal pressure of the dead zone combine to deform the plan-
(model£vRb, shown in Fig[B) in having a high (rather than |Ow)etary magnetic field lines in such a way that accretion steeam
incident UV flux. This results in the formation of a strong out®'€ formed. These streams, however, do not flow smoothig: as i

flow, which opens up the magnetosphere and becomes su@@ﬁn in the left panel _Of I_:iﬂl, their interaction Wit.h “‘"%_'af
sonic (bottom right panel). ind gand the magnetic field of the star causes their trajmsor
The planetary outflow propagates unperturbed over a fé%spllt several times before they reach the stellar surface

. ; ; A similar situation characterizes our high-flux “near” mod-
lanetary radii, giving rise to the eye-shaped region adahe . Lo ; .
Blanet a¥4) < 3 < %5 (left and t())/p righrt) pane?s of Figl 9) els, as illustrated in Fidg._12 with mod&VrB. In this case, the
oo " planetary outflow is massive enough and thepoint is located
7 The comparatively weak magnetic field in this case implie thclose enough to the planet's surface that both a planetdry ta
the Alfvén critical surface is located closer to the plathetn the sonic and an accretion stream are formed, resembling the behaivior
surface. modelFVRB. However, the dterent position of the planet rela-

10
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Fig.9. Same as Fid.]6, but for modeVRb.
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4. Classification of star—planet interactions

@%‘“@ Our simulations of the dynamical interaction between a mag-

/NG netized, wind-driving host star and a magnetized hot Jupite
that loses mass to photoevaporation were described in[$ect.
in terms of the resulting morphological structures. We néw a
tempt to distill from this phenomenology a general clasaffan
scheme that is based on the underlying dynamical procepses o
erating in such systems. We quantify the relative influerfce o
these processes with the help of characteristic lengtiescahd
use the latter to identify four basic types of interactiore iven
apply this scheme to the categorization of the models listed
Fig.12. Same as Fid.l6, but for modevrB. Table[2.

-6 -4 -2 0 2 4 6

4.1. Characteristic length scales

tive to the star modifies the evolution in this case. First,ftag- The formation of a quasi-stationary morphological struetin
mented tail is not pushed away by the stellar outflow, which ige interaction between a star and a close-in planet etitailss-
still weak at this location. Instead, the stellar outflow gsxvith tablishment of pressure equilibrium between the stelldi@an-
these fragments and slows them down, leading to their acnoretetary plasmas at the interface separating these two rfiddie.
by the star. Second, the denser ambient stellar gas in tldeimaelevant frame of reference for considering this equilibriis
also enhances the mixing with the accretion stream, slottieg that of the planet, and we label the pressure on the stetlardi
latter down and causing it to hit the stellar surface closthé the boundary in this frame by.mn The characteristic distance
orbital location of the planet. Finally, as the orbital nestiof of this surface from the center of the planet, measured gloing
the planet is now faster than the stellar rotation, the sirdaes close to) the line to the stellar center, is determined bytidret
not attain a steady-state configuration. Instead, the ni@gisd is the magnetic pressure, outflow ram pressure, or therreat pr
topology undergoes a continuous readjustment, with new magire that dominates on the planet’s side of the boundary.
netic accretion channels forming periodically. Mo#@®&kB (not
plotted) exhibits a similar morphology to that of modeirB,
with accretion flows onto the star originating from both the u
stream and downstream regions of the planet, althoughtierla
escape speed results in less mass leaving the planet irag@s ¢

We however find that there is no transfer of mass to the stanwhes s interface formally constitutes either a contact orrgential
the UV flux is low, irrespective of whether the escape speeddcontinuity. As confirmed by our simulations, such digouities
large or small (model€VrB and fvrB, respectively; these aremay be subject to instabilities, which, among othgeets, can induce
also not plotted). mixing of the two plasmas.

If the pressure of a closed planetary magnetosphere dom-
inates, we can estimate the relevant sc&g)(by assuming
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a dipolar field,B,(R) = B.(R./R)®, and equating its pressurerameters, we expect that the last two terms in Eg. (31) doitesti
Pmago = B?/87 to Pamp This gives the dominant contributions t©amp.
One other characteristic length scale for this problemés th

R~ ( B2RS )1/6 (2g) tidal (or Hil) radius,
871Pamb ’ M. \L/3
If, however, the planetary outflow is strong enough to becorfe= (2| R (32)
3M.,

supercritical by the time it is stopped (in a shock) by cellid

ing with the stellar gas, the relevant scal,) is given, in- which gives the distance of thie; Lagrange point from the
stead, by equatingamp to the ram pressur®m. = p.Va,. planet's center. This distance is relevant to the questibn o
Expressing the density in terms of the planetary mass ldss rahether the morphology of the planetary gas that interaitts w

M, = 47R2 pyoVino, We get the stellar plasma will be shaped only by the relative motion
) 12 between these two media (through theeet of the ram pres-
R, = ( Mo Viwo ) (29) Sure terms in EJ_31) or whether the stellar gravitationadi fie
A7Pamb ’ will also play a role. It can be expected that at least some of

the planet’'s plasma will be accreted onto the stellar serfac

B < max Rm, Ry), but that essentially all of the planet’s gas
will remain confined to the vicinity of its orbital radius ihis
inequality is not satisfied.

€ Before concluding this subsection, we note that the compo-
thermal pressur® = ZpkgT/my, of the planetary atmosphere, o\ 'op - can be expressed in terms of the stellar parameters
but in practice its role is negligible because of its exp(éct?ust as was done above for the planet's pressure comporents.

rapid decline with radius. In particular, under the isothal ; ; _ _ 3
L ; particular, usingM, = 47R%py. Vv, B.(R) = B.(R./Rom)?, and
approximationP.(R) o expR./R) (see EQLI7), which rep- y,q isothermal-gas assumption, we can express the terraaapp

resents a much faster drop than that of the magnetic pres - . .
(Pmag « (R./R)®). In fact, the magnetic pressure likely alread531/Hbeon the right-hand side of Eq.{81) in the form

Which of these pressure components (magnetic or ram) do
nates the interaction with the stellar plasma is reflectethén
relative magnitudes of the associated characteristic. radi

One could in principle also consider the contribution of th

dominates the thermal pressure at the (subsonic) base of the 20w ks Tus M. kg Tos

planetary outflow, where, using Jupiter’s mass, radius naag- Pw. = = (33)

netic field B, ~ 4 G), and the base density.(~ 1074 gcnT?) M M orp Vs

and temperatureT(, ~ 10*K) inferred from our high—UV-flux B2/ R \°

model (see Fid.]4), we estimate Pmag: = ar (Rorb) ’ (34)

Po po To Bo -2 M*VW*

p. = Pmago =003 (10149 CnTS) ( 100K ) (4 G) ' (30) Pramw pW*V\%\,* 47TR§rb ’ (35)

Note, however, that when the stellar wind is stopped by a su- M*Vgrb

percritical planetary wind, the plasma on the planet's sitte Pramorb = PusVor, = TR v (36)

contact discontinuity is dominated by its thermal presghes- orp T

ing passed through a shock). Thus, the values of the three characteristic length scRIgR,
The ambient pressure can be approximated by the suma@idR;) can be estimated from a given set of planetd&y M.,

four contributions: M., Viwe, Bo), orbital Rom, Vorb), and stellar R., M., M., Vi,

Pamb = Pw: + Pmag* + Pram« + Pramorb, (31) Tw-, B.) parameters.
which represent, respectively, the stellar plasma’s tlaérmag-
netic, and “intrinsic” ram pressure components, and the r
pressure associated with the relative motion between dreepl We base our classification of the flow structures that arise fr
and the ambient (stellar) gas. In this approximation, we thke the hydromagnetic interaction between a close-in giantgtla
direction of the stellar wind to be purely radial and the diilen  and its host star on the relative magnitudes of the three- char
of the orbital motion to be purely azimuthal in the lab frameacteristic length scales considered in Secl. Bd,:Ry, andR..

If the stellar wind is supercritical, a bow shock will formtae  The four basic types of interaction that we identify in thiayw
interaction site. In the limition, < w., the apex of this shock are sketched in Fig.13 and discussed below. We note, however
will lie along the line connecting the centers of the star te that any given system may not fall exclusively under a siogte
planet, and the shock surface will be symmetric about this. li egory. This could be due to the planet having an eccentrit, orb
However, given that the orbital speeds of hot Jupiters goe tyto the stellar wind being nonaxisymmetric, or to the presesfc
cally 2100 km s* and are thus highly supersonic with respect tmultipolar components in the stellar magnetic field, whiobld

the ambient gas, such a shock will form even when the stellgdgich lead to variations in the valuesyf andR,, on a timescale
wind is still subcritical when it is stopped. In this caseweoer, of ~days. A stellar magnetic cycle would be likely to induce
the shock will be oriented at a finite angle to the aforemewib variations on timescales efyears in the properties of the stellar
line (see EJ.37 below), and its apex will be displaced awamfr magnetic field, the stellar wind, and the stellar UV flux. Ches

this line (in the direction of the planet’s motidJor typical pa- on even longer timescales could result from theats of stellar
evolution.

a‘!‘f?' Types of interaction

% Note that the speed of the orbital motion for these systeroftise
order of the terminal speed of the stellar wind, so that, vtherinterac- Type I: R > R > Ry
tion occurs in the supercritical region of the stellar witttg resulting )
bow shock will be significantly inclined with respect to thesianta- Type | interactions occur when the planetary outflow is weak
neous “line of centers.” (corresponding to either a low irradiating flux or a largeagse
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Type I: bowshock and thin tail | Type Il: colliding winds and tail

Type llI: strong planetary-wind,| Type IV: Roche-lobe overflow,
accretion and tail accretion and tail

Fig.13. Schematic of the dlierent possible star—planet interactions, showing faceiews in the orbital plane of the four distinct
morphological structures (denoted by the Latin numeradlslij, and 1V) as they appear in the planet’s frame. The &and small
solid disks (on the left and right sides of each panel) reprethe star and the Hot Jupiter, respectively, the shadss dnighlight
material that flowed out of the planet, the arrows indicate mations, and the closed loops sketch the planetary magpietce.
The solid circular arcs in panels | and IV have a radigsthe distance where the magnetospheric pressure equadgahambient
pressure, whereas the dashed circular arcs in panels lllanmdhtk the distancdr, where the ambient pressure equals the ram
pressure of the planetary wind. The dotted line indicatestimtour of the #ective (gravity plus centrifugal) potential that crosses
the Lagrange poirit; (at a distanc&®; from the planet). The proposed classification scheme ishas¢he relative ordering ddy,,

Ry, andR.

speed), so that the stellar plasma is intercepted by thefan planet’s orbit (indicated on the top left drawing in Higl] X&n
magnetic field (i.e.R,, > Ry). As we noted in Sedi. 4.1, the rel-be approximated by
ative motion between the planet and the ambient gas is tiypica

high enough to lead to the formation of a bow shock upstream of arcta Vis arcta V2. Rorb v 37)
the planet. The shocked stellar flow sweeps back the planetdf! ~ IVorb - . )

magnetic field and diverts the planetary outflow in the down- : o

stream direction, leading to the formation of a thin planetail. ~ (See also_Vidotto et al. 2010). In the limit of an extended and
The stronger the planetary field, the larger its pressure aede Static stellar coronav.. = 0), the tail will trail the trajectory,
the farther away from the planetary surface does the shock &yming a torus around the star. In the other limit, when argir
pear Ry is larger), and the wider the tail that is produced. Thwind hits a comparatively distant planet, the tail will benalst

tail gas remains confined to the vicinity of the planet's bida- Perpendicular to the orbit, and so will lie nearly along time lof
causeR > Ry, sight during transits. Note that we did notinclude tifeet of ra-

diation pressure, which is the dominant force in the forovatif
The orientation of the tail is determined by the direction afomet-type tails in close-in rocky planets (e.q., Rappbsioal.
the incident stellar wind as seen in the corotating framénat 12012, 2014). In the case of the gaseous giant planets coadide
apex of the bow shock. Approximating the wind velocity to ba this paper, radiation pressure onabjines could potentially
nearly radial in the lab frame and of magnituge(see Fig[h), play a role, but its contribution would be negligible if (agw
the angle that the tail makes with respect to the tangenteo $uggest below) the gas in the tail is highly ionized. Furtiane,
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even in regions where the gas may still be only partially iorplanet (at which point its speedy, is < 30kms?, on the or-
ized (for example, near the base of the planetary outflove), ther of ves,), it is also decelerated in a shock. The two shocks
amount of gasféiected by this process would be strongly limitecére separated by a contact discontinuity, across whichotiaé¢ t
by opacity éfects (e.g.._Tremblin & Chiahg 2013). It is, how-(thermal+ magnetic) pressure is the same. This, in turn, implies
ever, conceivable that radiation pressure on resonaregdinch that the normal components (with respect to the contacodisc
as those of H | and Mg | could contribute to the blueshiftetinuity surface) of the ram pressures of the two flows are @ppr
spectral features observed in the measured absorption pnoately equal in the frame of the contact discontinuity (@Vhi
files of these lines (e.d., Bourrier & | ecavelier des Ftar@k® in a steady state, is the same as that of the planet). As a rough
Bourrier et all 2014, and references therein). estimate, we write

Our simulations indicate that the gas that dominates the col
umn density between the Hot Jupiter and the bow shock is @f. (V2. + Va) ~ pweVae » (40)
planetary origin, rather than the shocked stellar plasmeaol¢ . )
tain a representative value for the hydrogen column demnsity Where, as we already noted,.. is typically of the order ot/
this component oy, ~ 8 x 10'5cmZ (using a typical hydro- for a Hot Jupiter. The estlmatﬂ40) [mplles_tha_t the ratio of
gen number density afiy, ~ 6 x 10°cm3 and a path length the preshock densities in the interaction regioms/ow. ~
of ~ 2R., based on the simulation results for mod@Rb; see Vayo/ (V. + Vo), Which forviyo ~ 0.1vy. is ~0.01. The ratio
Fig.[d). This column can be compared with the equilibrium coPf the corresponding postshock densities need not be the sam

umn of an ionized slab with this density, on account of dferences in the shock strength and the post-
shock cooling éiciency between the two winds, but it would
Ny ~ Fuv (38) likely still be < 1. It also follows from Eq.[(40) that the ratio
agNyoEuy of the mass inflow rates into the interaction zoRggy.(V3,, +
. Fuv Nuo 1 V2 Y2/ (woVw o), 1S~ Viyo / (VG + V2,.)*? (~0.1 for our adopted
= 9x 10" (450 erg Cmgs_]_) (6 < 10 C”rg) cm =, values). This suggests that, as in the Type | case, the pastsh

density and column density in the interaction region is domi
whereag =~ 2.6 x 1013cmPs! is the Case B recombinationnated by the planetary material. Although our simulatioageh
codficient, and where (following Murray-Clay etlal. 2009) wenot produced examples of a Type Il interaction, we can use the
adopted a characteristic ionizing photon energiggf = 20eV. simulation results for modélvRb (Fig.[9), which represents an
This estimate indicates that, even for a comparatively lmizi- example of a Type Il interaction that involves a compaljiv

ing flux, the entire planetary gas in the interaction regiould massive planetary outflow (see Table 2 and Ject. 4.3), to infe
be fully ionized, implying that this component would not be=d an upper bound 0£10-¢g cn3 on the typical postshock plan-
tectable in Lyr. A possible caveat to this conclusion may arisetary density in this case. We note in this connection that-a s
when the configuration is not in quasi-static equilibriumglan  percritical planetary outflow is also shocked on the nigthé sif

particular if the ionization time, the planet when it hits the gas that had been shocked furgher u
3 stream and subsequently dragged backward around the@anet
tonize ~ ( Euv )( Euv ) (39) Moving farther out from the star in that direction, one again
ooFuv /\136eV counters unshocked stellar-wind gas that expands nediiblisa
E 4 Fuv -1 so the density there rapidly becomes very low.
= 38x 10 (20 eV) (450 erg cm? gl) Our estimate of the density of the planetary gas in the

interaction region is two orders of magnitude larger in this

(wherec ~ 6x 108 cn? is the hydrogen photoionization cros$£@se than the typical value we adopted for the Type | inter-
section at the Lyman edge), is longer than the travel timéef taction (”1(73 gent, associated with a high flux value, vs.
planetary gas to the interaction region. However, thisabpbly ~107"gcn, which was obtained for a low UV flux). Using
not relevant to Type | configurations on account of the low vcEq-l (33)2 we deduce a nominal ionized column Ny~
locity of the outflowing gas. The planetary gas in Type | syste 10°*cm ™ for these parameters, as compared with a total col-
might nevertheless be detectable in other absorption, s Umn of Npo < 8 x 10", indicating that, in this case too, the

as the UV h and k resonance lines of Mg II. interacting gas can be expected to be fully ionized if in Blopui
rium. The equilibrium assumption could be questioned sthee
Type ll: R > Ry > Rm gas is clearly in motion for Type Il configurations; however,

nihe high flux value that characterizes the flow in moBeRb,
the nominal ionization time inferred from E@.{39) (a fewdei
seconds) is much shorter than any relevant flow time. In &gt
the shock heating of the planetary outflow can also contibmt
the ionization of this gd&! It is therefore likely that much of the
gas that participates in a Type Il interaction is ionizetha@lgh
is conclusion needs to be checked explicitly for eachrgset
parameters.

Type Il interactions occur when the planetary outflow is co
paratively strong (corresponding to either a high irrad@flux

or a small escape speed), so that the stellar plasma iséptert
by the planetary outflow (i.eRy > Ry). We again expect this
plasma (which moves with a velocity of a few hundred kih's
with respect to the planet) to pass through a bow shock, é&ed, a
being shocked, to sweep back the planetary outflow into a téﬂ
Because of the larger momentum flux in the planetary outfldt
in comparison with the Type | case, Type Il tails are widentha;

the_lr Type | counterpar’_[s for a given valuglaj. Howev.er., Just the assumption of equivalent outflows from the two sides efplanet

asin th.e 9@56 of Type | mteractl(_)n_s, th(_e tail gas remaingrueuh is modified. However, we do not expect our basic classifioaitheme

to the vicinity of the planet’s orbit, in this case becalse Ry. 1o pe sensitive to these details.

Its tilt ang_le @ril) With respect to the orbit can be similarly esti- 11 1 postshock temperature scales as the square of theamsjes

mated using Eq[(37). velocity normal to the shock front; one can therefore expectpera-
Since in this case the planetary outflow is supercritical lyres of a few times X for the shocked planetary flow, as compared

the time it collides with the stellar plasma on the day sidthef with a few million degrees for the shocked stellar plasma.

The detailed morphology of the night-side region may chaifige
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Typelll: Ry > Rn & Ry > R as a Type lll interaction could be regarded as a special dase o
) ) . ) a Type Il one, with both involving a strong planetary outfl@w,
Type Il interactions are similar to those of Type Il in thB8Y  Type |V interaction also bears similarity to a Type-I intetian
involve a strong planetary W|nd%_> Rm). However, in th_|s in having a comparatively weak planetary wirdn(> Ry). In
case the planetary outflow, after being stopped inashooklys s case the planetary magnetosphere, which is loadedeby th
partly swept back into a tail, with another part respond®the g psonic gas evaporated by the stellar radiation fieldidafes
gravitational pull of the star (which is felt becauBg > R) the stellar plasma beyond the point, where the stellar grav-
and penetrating the stellar plasma ahead of the planetiigran iy is the dominant force acting on the planetary gas. Thigasi
stream that spirals in and accretes onto theltar. tion resembles the classic Roche-lobe overflow pictureoatjh
The accretion stream exhibits a complex, fragmented M@jyih the planetary magnetic field and the outflowing, mageeii
phology that arises from Kelvin-Helmholtz and Rayleigh#ta  gie||ar plasma also play a role in shaping the accretion flom m
instabilities — triggered, respectively, by the tangeniEloc-  ynojogy. In particular, when the orbital radius is small egbo,
ity shear and by the radial acceleration _exerted by theaustel_he relative motion between the stellar gas and the plangtma
wind gas on the denser planetary material. The stellar gravypercritical and therefore lead to the formation of a boackh
further contributes to the development of the latter INSitgb 5644 of the planet, as in the Type | case, even as mass transfe
on account of the “heavy on top of light” density stratificfti o the planet to the star takes place in the vicinity of thi-s
These processes, and possibly also the magnetic stresis&s agig||ar region. However, no bow shock forms on the stamfgci
on the inflowing plasma, fragment the inspiraling strearsuiite  gjge jn our “near” models because the stellar magnetic faid (
ing in the formation of multiple accretion filaments thatthieé  ance the Alfvén speed) &, is large enough in these cases to

stellar.surface at ﬁerent spots. The general !ocation V\_/here tht?eep the relative motion between the stellar gas and thesplan
accretion stream impacts the stellar surface is deterntigéde ¢ pcritical (see Fig12).

stellar and planetary wind parameters and by the orbittdaie ) ) S
of the planet, but it is typically well ahead of the instargans The structure of the accretion flow and its dynamical impli-
sub-planetary point (the phasefdrence being-9(° in the ex- cations are similar in this case to the situation in Typeriter-
ample shown in FigZ]9). We do not observe the formation ofagtions. However, because of the absence of a strong pigneta
circumstellar disk in our simulations, evidently becausedrag outflowinthe Type IV case, the accretion stream does nobéxhi
exerted by the stellar outflow and the mixing between the twWbe spiral structure observed in Type Il interactions arelead
plasmas result infeicient removal of angular momentum fromMmaintains a nearly linear shape, hitting the stellar serfaear
the inspiraling gas. the sub-planetary point. This type of interaction may tk@s&b—
There have been several claims in the literature for enltan@vant to the interpretation of enhanced stellar chromaspite
activity on the host star — manifested in optical chromosjohe ray activity that is inferred to occur near the sub-planeparint
emission lines (particularly Ca l1), transition-region ¥lémis- (and could provide an alternative to the “direct magnetterin
sion lines (such as Si V), and coronal X-ray emission — thagtion” scenario also in this case).
might be attributable to an interaction with a close-in plan A roche-lobe overflow model was previously proposed for
(e.g..Shkolnik et al. 2008.2004. 2005. 2008: Walker 2tG0 e interpretation of early ingress indications in UV afpsian-
Pilitteri et al. 2010, 2011, 2014, 2015). The accretio®ans |ine ghservations of the short-perioBef, = 0.023 AU) Hot

produced in Type Il interactions could potentia_LIIy trig@ch Jupiter WASP-12b] (Fossati ef al. 2010). In particUlar, Ltale
events. In particular, they may be associated with actigens ), considered the possible contributions of an aiceret

that are inferred to lie significantly ahead of the sub-plane gyeam and of an inner accretion disk, and also speculated on
point — as in HD 179949 and Boo, where a phaseftitrence ,pqomtion in the interaction region between a stellar vénd

of ~70° was inferred from measurements of the Call K Iin@ne planetary magnetosphere. They did not, however, iedhe
hkolnik et al| 2008; Walker et él. 2008), and in HD 1897334tect of the stellar radiation heating of the planet and theinfl

where a lead phase 6f70°-90° was deduced from X-ray and gnce of the stellar plasma on the accretion stréa o
FUV observations (Pillitteri et &l. 2014, 2015). An altetinain- (2013) carried out a hydrodynamical simulation and dreeratt
terpretation of these phenomena that has been discusske injbp to the interaction between the accretion stream anitéte
literature involves a direct magnetic interaction of thpeyob- |ar gytfiow, but they did not consider théfect of a stellar aryjor
served in planetary moons (such as lo) in the solar systeme, N, pjanetary magnetic field. The results presented in thigpap
however, that in their simplest form, such interactions@  qyide a more general framework for modeling systems like
dicted to occur near the sub-planetary point. Furthermibee, \asp-12, and may also aid in modeling other types of close-
energy flux generated in such an interaction in a source I'}ﬂeplanets where Roche-lobe overflow could play a role (e.g.,

HD 179499 is calculated (Saur ef &l. 2013) to be over two Gyzisecchiet al. 2014).

ders of magnitude lower than the observationally inferrelde
(Shkolnik et all 2005).

Type IV:Rn >Ry & Ry > R 4.3. Classification of the simulations

This case is analogous to the Type IIl one in that the int@mact The application of our proposed classification scheme to the
region lies outside the planet's Hill radius, resulting il tac-  models that we have simulated is presented in Table 3. Note
cretion of planetary gas onto the stellar surface. Howgust, that Type Il interactions are not represented in this tablés

12 If the planet orbits close enough to the critical surfacenefstellar Interactlo_n is intermediate between the. Type | and Typedses
wind (as defined in the corotating frame), it may be possibtetfie —— for which we do have examples — in that the planetary out-
stellar outflow to encounter the boundary of the stream wiikestill  lOW must be strong enough to caugg to exceedRy but not
subcritical, in which case no bow shock will form. Howeverskock SO strong that it will also excee®. Computational constraints
may still form when the stellar wind intercepts the plangtail if itis ~ prevented us from exploring a wider parameter space thaftwou
already supercritical at that location (see, e.g.,[Hig. 9). have encompassed this interaction.
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Table 3. Classification of the models listed in Table 2.

Model
FvRB
FvRb 1
FvrB v
fVvRB |
fvRb |
fvrB |
FVRB \Y)
FVRb |
FVrB \Y)
fVRB |
fVRb |
fVrB |

Interaction type
I

5. Summary & conclusions

trast with the Type Il accretion stream, which reaches the
stellar surface well ahead of the sub-planetary point, i th
case the planetary gas falls in nearly radially.

. In general, the density and column density in the intéact
region are dominated by the planetary gas. Typically, this g
can be expected to be fully ionized, implying that detection

through absorption features of neutral species such as H |

and Mg | is unlikely.
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