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ABSTRACT

Observational evidence from local star-forming regions mandates that star formation occurs
shortly after, or even during, molecular cloud formation. Models of the formation of molecular
clouds in large-scale converging flows have identified the physical mechanisms driving the nec-
essary rapid fragmentation. They also point to global gravitational collapse driving supersonic
turbulence in molecular clouds. Previous cloud formation models have focused on turbulence gen-
eration, gravitational collapse, magnetic fields, and feedback. In this work we propose exploring
the effect of structure in the flow on the resulting clouds and the ensuing gravitational collapse.
We seek to compare two situations with different flow properties and processes (flow shear, geom-
etry, magnetic fields, feedback). We have already found that structured inflows lead to a delay of
local gravitational collapse (“star formation”). Thus, more gas has time to accumulate, eventu-
ally leading to a strong global collapse, and thus to a high star formation rate. Uniform inflows
fragment hydrodynamically early on, leading to the rapid onset of local gravitational collapse
and an overall low sink formation rate.

Based on these results obtained with our previous start-up XSEDE allocation (TG-
AST120029) we propose to to carry out a series of three-dimensional Adaptive Mesh Refinement
(AMR) parallel numerical simulations to study the cloud collapse and cluster formation under
various conditions. This will include colliding flows with different shear angles, different magnetic
field strengths and orientation angles with respect to the flow.

We are in full production mode with AstroBEAR, but the powerful numerical resources of the
XSEDE that we are requesting are needed to make further progress on unraveling the mysteries
of feedback process in star formation. To achieve this exciting goal we request the support of 7.1
million SU’s on Kraken at NICS.

1. Introduction

The concept of flow-driven cloud formation
(Vázquez-Semadeni et al. 1995; Ballesteros-Paredes
et al. 1999; Hartmann et al. 2001) can explain two
observational constraints on how molecular clouds
form stars, derived from local star-forming re-
gions: first, all local molecular clouds form stars,
and second, the stellar age spreads are on the or-
der of 1− 2 Myr, several times shorter than cloud
crossing times (Hartmann et al. 2001; Ballesteros-
Paredes & Hartmann 2007, see summary in ).
The first constraint suggests that star formation
sets in immediately (or even during) molecular
cloud formation, and that the second constraint
is trivially fulfilled in a scenario where the clouds

themselves form in large-scale “converging” flows.
The immediate (“rapid”) onset of star formation
in the forming clouds and the fact that the star
formation efficiency is only a few percent (Evans
et al. 2009) mandates that the clouds are highly
structured: local collapse must set in before global
collapse can overwhelm the dynamics.

The notion of cloud formation in converging
flows has led to a series of numerical experi-
ments investigating the physical processes rele-
vant for the rapid fragmentation and for the con-
trol of the star formation efficiency. There is
agreement across the models (despite different ini-
tial and boundary conditions) on the following
results: (1) Rapid fragmentation is induced by
strong radiative losses during the flow collision
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(possibly even by thermal instability if the clouds
form from atomic gas), and by dynamical insta-
bilities (Hueckstaedt 2003; Audit & Hennebelle
2005; Vázquez-Semadeni et al. 2006; Heitsch et
al. 2008b) (2) Turbulence in molecular clouds is
a natural result of the dynamical instabilities dur-
ing the cloud formation, and is driven by global
gravitational collapse at later stages of the cloud
evolution (Vázquez-Semadeni et al. 2007). Some
evidence for this is seen in the filamentary nature
of some clouds (Fig 1). (3) Strong, non-linear den-
sity contrasts can also be driven by self-gravity
in finite clouds, due to geometry (or “edge”) ef-
fects (Burkert & Hartmann 2004). (4) Although
the rapid fragmentation can keep the star forma-
tion efficiency low, eventually, feedback or cloud
dispersal is needed to prevent a large percentage
of the gas to participate in gravitational collapse
(Vázquez-Semadeni et al. 2010).

The most obvious difference in the simulation
results is the morphology of the forming clouds.
All models use some mechanism to break the sym-
metry in the colliding flows – otherwise, the flow
collision would result in a plane-parallel shock.
Models with small-scale perturbations (“noise”) in
the velocities tend to lead to extremely flattened
clouds with a strong ring due to the gravitational
edge effect (Burkert & Hartmann 2004; Hartmann
& Burkert 2007) in finite, sheet-like clouds. If the
velocity perturbations are imposed on larger scales
(e.g as a turbulent power spectrum), or if the colli-
sion interface between the two flows is perturbed,
turbulent structures form that are not necessar-
ily coherent when viewed from different directions
(Heitsch et al. 2009).

2. Accomplishments and the Way Forward

To understand better the effect of initial condi-
tions on the clouds forming in the flow collisions,
we have already completed a study (Carroll et al
2013) comparing two (otherwise identical) cloud
formation simulations, one with a smooth inflow,
and one with a clumpy inflow of identical mass
flux. Our studies were motivated by the analy-
sis of Pringle et al. (2001), suggesting that cloud
formation out of warm atomic gas would require
time and length scales too large to be feasible (see
also McKee & Ostriker (2007)). This problem is
solved by the realization that the flow collision is

Fig. 1.— Comparison of “Clumpy” run (top) and
“Smooth” run (bottom) showing the projected col-
umn density along the flow direction (right) and
perpendicular to the flow direction (left)

three-dimensional, allowing gravitational collapse
and accretion along the dimensions perpendicu-
lar to the flows, and thus circumventing the one-
dimensional limit on column density accumulation
(Heitsch et al. 2008a). Yet, Pringle et al. (2001)
suggest that clumpy flows could reduce the accu-
mulation and molecule formation time scale (es-
pecially if the clumps are already molecular).

The models were identical except for the phys-
ical conditions of the inflowing gas. One model
(“Smooth”) began with a completely uniform flow.
The other model (“Clumpy”) used the same mass
inflow rate, but with the gas distributed in dense
clumplets with a filling factor of 5%. In both cases,
the thermal and dynamical fragmentation of the
shocked collision region leads to turbulence, at a
level of 10 to 20% of the inflowing kinetic energy.
This is consistent with earlier results. The Clumpy
run showed a somewhat higher velocity dispersion
initially, since the clumps are less easily stopped
in a flow collision.(Fig 2)

Due to the lower compression factor in the
Clumpy model, less gas is being cooled to higher
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densities than in the Smooth run. Thus, the ki-
netic energy of the inflow is less efficiently dissi-
pated. Together with a non-contiguous distribu-
tion of cold, sub-jeans, fragments, this leads to
a suppression of local collapse for nearly 20 Myr
after the initial flow collision. At that point, suffi-
cient mass has assembled to induce global collapse
of the whole region, resulting in a “star burst”
(more appropriately, “sink burst”) at a high sink
formation rate. In contrast, the Smooth run shows
local collapse already after 10 Myr, at less than
half the sink formation rate of the Clumpy run.
Due to the local nature of the thermal fragmenta-
tion, more fragmentation will occur with increas-
ing resolution (Hennebelle & Audit 2007), thus,
the times quoted here are upper limits for the
onset of local collapse. Nevertheless, structured
flows can delay the onset of (substantial) local col-
lapse. Global collapse is only clearly visible in the
Clumpy run.

The differences between Clumpy and Smooth
inflows extend to the mixing efficiencies. Some-
what counter to a naive expectation, the Smooth
initial conditions result in less well mixed material
(and cores). This is primarily due to the Nonlin-
ear Thin Shell Instability (NTSI) funneling ma-
terial preferentially into the troughs located far
into the opposing inflow. For the Clumpy run, the
global collapse of the accumulated clumps erases
all memory of the initial inflow direction.

In (Carroll et al 2013) we chose two extremes
as our initial conditions. It is more likely that
the inflows themselves will contain turbulent ve-
locity and density structures that are coherent in
space. Spatial coherence leads to stronger shocks
in the collision region, and thus to more efficient
energy dissipation. In that sense, our Clumpy run
is overestimating the effect of structured inflows.
In addition magnetic fields are likely to play a
strong role in shaping the evolution of the flows.
The challenge ahead is to use a wider array of ini-
tial conditions and include more physical processes
(such as magnetic fields) to explore the evolution
of colliding flows and compare predictions from
these cases with observations

3. Research Objectives

We will focus on simulations and observational
implications of colliding flows under a variety of

Fig. 2.— Slice showing log density from 3D Collid-
ing Flows simulation performed with AstroBEAR.
Also shown is the AMR mesh which contains 4 ad-
ditional levels of refinement

conditions. This will include (1) colliding flows in-
teracting with various degrees of shear and (2) col-
liding flows with different magnetic field strengths
(3) colliding flows with different magnetic field ori-
entations. Our computations will be carried out
using AstroBEAR.

4. Computational Approach

AstroBEAR is an Adaptive Mesh Refinement
(AMR), multi-physics code for astrophysics. AMR
remains at the cutting edge of computational as-
trophysics. AMR simulations adaptively change
resolution within a computational domain to en-
sure that the most important features of the dy-
namics are simulated with highest accuracy. By
allowing quiescent regions to evolve with low res-
olution, AMR simulations achieve order of mag-
nitude increases in computational speed. After a
decade of development only a handful of AMR-
MHD codes exist for astrophysics: (e.g. FLASH,
ENZO RAMSES, ORION, CASTRO).

The UR astrophysics group successfully con-
structed and tested AstroBEAR, a fully paral-
lelized, multi-dimensional AMR MHD code. The
success of this effort is evidenced both in the code’s
completion (Cunningham et al 2009) and the pa-
pers published using AstroBEAR as it was de-
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veloped through its radiation-hydrodynamic and
MHD versions (a partial list includes: Poludnenko
et al 2004ab; Cunningham et al 2005; 2006ab, Har-
tigan et al 2007, Dennis et al 2008, Yirak 2009,
2010, Li et al 2012, Huarte-Espinosa et al 2012).

The multi-physics capabilities of AstroBEAR
have been significantly expanded by includ-
ing solvers for elliptic and parabolic equations.
Adapting the linear system solver HYPRE, we
now routinely simulate systems in which self-
gravity, heat conduction and magnetic resistivity
are important. Radiation transfer in the diffu-
sive limit is currently being added. In addition,
AstroBEAR can treat gravitationally interacting
point particles which accrete mass.

4.1. AstroBEAR Scaling

AstroBEAR is designed for 2D and 3D adaptive
mesh refinement (AMR) simulations which require
algorithms that are highly parallelized and man-
age memory efficiently. AstroBEAR uses a hierar-
chical approach to parallelization suitable for mul-
ticore architectures in which large-scale patches of
data are distributed to nodes using MPI and the
work for an individual patch is distributed across
the cores on a node using OpenMP directives. As-
troBEAR also employs new techniques such as
load balancing by threading the grid advances on
each level with preference going to the finer level
grids.

Here we present strong scaling results for As-
troBEAR. In Figure 3, we report scaling test re-
sults on Kraken at NICS. Each compute node of
Kraken has two six-core AMD Opterons, so we
use 120, 240 and up to 4992 cores. The reso-
lution we used for these test are 1283 + 4 level
AMR which is same as the computation we are
planning to do. The strong scaling test plot of
the current code shows a slope −0.632 (Figure
3 (a)) while the slope for perfect scaling is −1.
This shows AstroBEAR has an excellent scaling
on Kraken. All AMR codes have redundant calcu-
lations coming from ghost zones. The redundant
calculations portion gets bigger as the refinement
zones gets smaller. Ideally if we get rid of all re-
dundant calculations, the AstroBEAR scaling will
be a straight with slope −0.885 (Figure 3 (b)).
We are trying to get closer to this slope by op-
timizing the code and decreasing the redundant
calculations.
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Fig. 3.— Strong scaling behavior of AstroBEAR
with 1283 + 4 AMR levels of resolution on Kraken
at NICS. Running time is plotted versus the num-
ber of cores in log scale. (a) shows the scaling test
result of current revision of AstroBEAR. It has a
slope −0.632 which shows excellent scaling. (b) is
the efficiency if we consider redundant ghost zone
computations as necessary... Or the hypothetical
scaling if we modify the code to avoid these redun-
dant computations. Or the results of a weak scal-
ing test in which the growth in redundant compu-
tations is balanced by a growth in the overall num-
ber of computations. In any event, it demonstrates
that the AMR overhead with respect to communi-
cation/regridding etc... is minimal. Compared to
a fixed grid run of equivalent resolution, the AMR
wall time is 100’s of times less even with the less
than perfect scaling.

5. Resource Request

Using AstroBEAR, we have found very inter-
esting new results related to star formation -
in particular studies of feedback (Quillen et al
2005, Cunningham et al 2009, Carroll et al 2009,
2010) as well as molecular cloud formation (Car-
roll et al 2013). We plan to carry out a series of
three-dimensional numerical simulations of collid-
ing flows with different shear angles, magnetic field
strengths, and magnetic field orientations to study
the star-forming properties of a cluster. In partic-
ular this will include colliding flows with β = ∞
and shear angles 0◦, 30◦ and 60◦ as well as collid-
ing flows with β = 1 and β = 10 and shear an-
gles of 0◦, and 60◦, as well as colliding flows with
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β = 1, a shear angle of 0◦, and magnetic field ori-
entation angles of 0◦ and 60◦. See Table 1 This
will allow us to address the interplay between mag-
netic field strength, orientation, and shear of the
colliding flows with respect to the resulting prop-
erties of the molecular clouds as well as the cores
that form within them. AstroBEAR is presently
performing well with multiple 6+ levels of AMR
refinement. The tractability of a given run then
becomes more a question of the number of needed
cell updates, which is mainly determined by the
fraction of the volume where mesh refinement is
employed. And the volume filling fraction depends
on the specific problem/simulation. The comput-
ing resources we require are based on our previous
runs on XSEDE machines. For example, Our hy-
dro calculation with 0◦ shear and with resolution
1283 + 4 AMR took about 6,000 SU’s for 1 frame.
In Tables 1 we summary the computing resources
we require. In total we require 7.1 million CPU-
hours, 99.3% of which will be used for production
runs and 0.7% for testing runs and continue devel-
opment of our code. We can use anywhere from
500-5000 cores for a typical production run, de-
pending on queue limitations.

5.1. I/O Requirements, Analysis, and
Storage

For each of the seven runs of our simulation,
we expect to save 150 frames of data with size 1-
5GB for each frame. So the total data size for our
colliding flows project is about 850 GB - 4.5 TB.
In total we expect to need ∼5 TB of storage on
Kraken. Most of the analysis will be done using
parallelized tools built into the AstroBEAR pack-
age that can be performed at run time or in post
processing.

5.2. Financial Support

Financial support for this project will come
from the Space Telescope Sci Institute grant HST
-AR-12128.01-A entitled “STSci - Hubble Tele-
scope - The Reel Deal: Interpreting HST Multi-
Epoch Movies of YSO JetsSpace” (PI, A. Frank;
10/1/2010 - 9/30/2013) and the Department of
Energy grant DE-SC0001063 entitled “The dy-
namics of magnetized Astrophysical Jets through
Pulsed Power HEDP lab Studies” (PI, A. Frank;
8/15/2012 - 8/14/2015) and the National Science
Foundation, NSF AST-1109285 entitled “From

Central Engine to Bipolar Outflow: Binaries,
MHD and the Evolution of Planetary Nebulae”
(PI, A. Frank; 9/1/2011 - 8/31/2014). DOE,
Award no. R17081, entitled “Rice - Clumpy En-
vironments & Interacting Shock Waves: Realistic
Laboratory Analogs of Astrophysical Flows”, (PI:
A. Frank, 2/22/2011 - 2/21/2014) and the Space
Telescope Sci Institute grant HST-AR-12832.01-A
entitled “Hubble Telescope Cycle 20 - Climbing
the Ladder of Start Formation Feedback“, (PI A.
Frank, 11/1/2012 - 10/31/2015).

6. Summary

With the advent of our efficient 3D AMR MHD
code AstroBEAR and state of the art HPC facil-
ities, we are on the doorstep of significant break-
throughs in understanding the physics of the feed-
back process in the clustered star formation. With
our previous start-up XSEDE allocation (TG-
AST120029), we have already found and are in the
process of publishing very important results. We
are in full production mode with AstroBEAR, but
the powerful numerical resources of the XSEDE
that we are requesting are needed to make further
progress on unraveling the mysteries of interacting
binaries.

If granted this allocation, we will perform a
series of 3D Adaptive Mess Refinement parallel
numerical simulations with higher resolution and
longer time-scales than ever before to study the
formation, structure and stability and observa-
tional implications of inter-acting stellar binaries.

• Study of colliding flows with/without MHD
7,050,000 SU’s; 99.3% of total request.

• Testing and continue development of our
code. 50,000 SU’s; 0.7% of total request.

To achieve these goals, we request 7,100,000
SU’s on the NICS Cray XT5 (Kraken).
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González, R. F., & Gazol, A. 2006 ApJ 643,
245

Vázquez-Semadeni, E., Gómez, G. .C., Jappsen,
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Ballesteros-Paredes, J., & Watson, A. W. 2010,
ApJ, 715, 1302

Warin, S., Castets, A., Langer, W. D., Wilson, R.
W., & Pagani, L. 1996, A&A, 306, 935

Wang, P., Li, Z.-Y., Abel, T., & Nakamura, F.
2010, ApJ, 709, 27

7



Table 1: Expected CPU-hours for Colliding Flow Simulations

Shear β Field Resolution Frames Expected
Angle Orientation SU’s

0◦ ∞ – 1283 + 4 150 Completed

30◦ ∞ – 1283 + 4 150 900,000

60◦ ∞ – 1283 + 4 150 900,000

0◦ 1 0◦ 1283 + 4 150 Completed

60◦ 1 0◦ 1283 + 4 150 1,050,000

0◦ 1 30◦ 1283 + 4 150 1,050,000

0◦ 1 60◦ 1283 + 4 150 1,050,000

0◦ 10 0◦ 1283 + 4 150 1,050,000

60◦ 10 0◦ 1283 + 4 150 1,050,000

Total 7,050,000
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