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Abstract

At the quantum scale, heat and work cannot be understood solely through their average values;
fluctuations are prominent and are thus crucial in Quantum Thermodynamics. To fully compre-
hend fluctuating currents in quantum systems, one has to model environmental degrees of free-
dom, yet, these are commonly discarded in usual treatments of open quantum systems. Timely,
collisional models render the possibility of restoring control over environments in a simple way.
In this dissertation I extend statistics of heat and work to collisional models. In particular, I ap-
ply the formalism to autonomous heat engines, which operate in non-equilibrium steady-states
(NESS). Using concepts from resource theory of coherence, I characterize NESS according this
property, with particular interest in the three-level engine of Scovil and Schulz-DuBois. Yet, co-
herent states pose limitations in determining work distributions, since measurements often erase
such property. Combining quantum Bayesian networks and insights from statistics, I develop a
technique to predict work fluctuations while maintaining the system’s coherence untouched.

Keywords: quantum thermodynamics; open quantum systems; nonequilibrium steady-states;
collisional models; quantum coherence; full counting statistics; quantum work; quantum heat.



Resumo

Na escala quântica, calor e trabalho não podem ser compreendidos somente por seus valores
médios; flutuações são significantes e portanto cruciais em Termodinâmica Quântica. Para de-
screver correntes que flutuam em sistemas quânticos, é preciso incluir na descrição os graus de
liberdade do ambiente, que são usualmente descartados no tratamento usual de sistemas quân-
ticos abertos. Em tempo, modelos colisionais possibilitam restaurar tais graus de liberdade de
forma simples. Nesta dissertação, estendo a estatística de calor e de trabalho para o formalismo
de modelos colisionais. Em particular, aplico esse formalismo a máquinas térmicas autônomas,
que operam em estados estacionários fora do equilíbrio (NESS). Usando conceitos de teoria de
recursos de coerência, caracterizo NESS de acordo com sua coerência, com particular interesse
na máquina térmica de Scovil e Schulz-DuBois. Contudo, estados coerentes impõe limitações
aos modelos de distribuições de trabalho, uma vez que medições comumente destroem coerên-
cia. Combinando redes Bayesianas quânticas e técnicas de estatística, desenvolvo um preditor
para as flutuações do trabalho, mantendo a coerência do sistema intacta.

Palavras-chave: termodinâmica quântica; modelos colisionais; sistemas quânticos abertos; full
counting statistics; previsão estatística; coerência quântica; trabalho quântico; calor quântico.
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Chapter 1

Introduction

The advancement of technology in the last few centuries has been driven by the construction of

engines of all sort. Be them vapor engines or top-notch laser technologies, at the core of their

designs lies e�ciency. And thermodynamics is the physical theory of e�ciency [1]. In spirit,

heat encodes the energy flux from readily available resources, while work entails the desired

task to be performed. Figure 1.1 represents the basic structure of a heat engine: two sources

(A, B) at di↵erent temperatures (TA > TB) are put in contact with a system of interest (S ) which,

if we wait long enough, settles a steady conversion of heat into work. This is the content of the

first law, when S is at its steady-state

QA + QB =W. (1.1)

The e�ciency of such device is measured by the ratio of work with respect to the hottest source’s

heat, ⌘ = W/QA. The second law establishes that heat engines’ e�ciency is hindered by a

quantity ⌃ � 0,

⌘ = 1 �
TB

TA
� TB

⌃

|QA|
, (1.2)

where ⌃, so-called entropy production, quantifies how irreversible a process is [2].
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TA S
QA

TB

QB

W

Figure 1.1: Prototypical autonomous heat engine. After a long while the system energy no
longer changes and the mismatch between heat exchanged is constantly converted into work.
Heat embodies energies fluxes from sources, which are inherently ine�cient while work the
energy flux associated to a task to be performed.

Nevertheless, Einstein taught us that fast systems are those close to speed of light, c, while

Dirac that small energies are those of the order of ~ [3]; physics is a matter of scale. Thermo-

dynamics was originally a phenomenological theory, which could e↵ectively describe the oper-

ation of complicated systems in disregard of their microscopic (classical) model. Its connection

with the underlying classical mechanics later culminated in the field of statistical mechanics [4].

At that point, it was reasonable to say that thermodynamics of single particle systems did not

even made sense. In fact, even for systems with an intermediate scale — say, of the size of cells

— the statistical interpretation of thermodynamics provided by (classical) statistical mechanics

clarified that only for systems which were large enough would fluctuations be irrelevant. Only

in this scenario the average quantities provided by statistical mechanics would correspond to

the observed phenomenology and, further, agree with the laws of thermodynamics.

Quantum theory struck the 20th century with awe and ache, feelings which strive until

the present days in the scientific community. Although its immense success in predicting the

phenomena in the atomic scale, the hitherto most accepted interpretation of the theory predicts

measurements which are fundamentally probabilistic [5, 6]. Such fluctuations are expected

to appear regardless of the most carefully prepared experimental apparatus. At the time, the

famous quote by Einstein ”God does not play dice“ represented the beliefs of many scientists,

which did not consider the possibility that their conception of a deterministic reality was replete

of physics which were only well-established in the macroscopic world.

It was then with von Neumann’s contributions [6] that thermodynamic considerations were

formally brought to the quantum realm, extending entropy and statistical ensembles to quantum

systems of any size. It was only through these considerations that quantum theory would be

rigorously formulated. But important questions remained unanswered. What would distinguish

and what would unify the classical and quantum uncertainty is, until today, one of the most

2
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intriguing questions in the foundations of quantum theory. Later on, Jaynes made an enormous

contribution to this puzzle; he saw a connection between quantum theory, statistical mechanics

and probability: information [7, 8]. Followed by developments in open quantum systems in the

following years [9–12], the field of quantum information started to gain relevance.

Quantum thermodynamics (QT) is the thrive to extend thermodynamics to finite size sys-

tems, non-equilibrium dynamics and include genuine quantum properties [13], largely based

on quantum information principles. It is a young and fast growing field, pushed by nowadays’

meticulous experimental control of devices which operate in the quantum regime [14–28]. The

field is a patchwork of quantum information, non-equilibrium statistical mechanics, quantum

optics, mesoscopic systems, quantum many-body systems and open quantum systems.

This dissertation is not about the whole field of QT, but navigates through a considerable

number of its paradigms. Under the lens of a particular framework to approach open quantum

systems, known as collisional models (CMs) [29, 30], I concentrate in the study of autonomous

heat engines, as in Fig. 1.1. Collisional models are particularly compelling in situations in

which book-keeping heat and work is non-trivial [30] and, more generally, due to their simplic-

ity. Autonomous engines of finite size display considerable fluctuations in heat and work. In

order to engineer such small devices, one has, for instance, to properly design them to endure

such fluctuations. The first contribution of this dissertation is the application of full counting

statistics (FCS) [31] to CMs, which provides formal prescriptions for distributions of thermo-

dynamic currents and, thereby, enriches the study of quantum engines.

It is yet desirable to establish a prototypical heat engine to investigate such fluctuations. To

this end, I revisit and extensively discuss the heat engine of Scovil and Schulz-DuBois (SSDB) [32],

using the CM framework. This system is a minimal microscopic engine, associated to laser

technologies. Before even discussing fluctuations, it will provide a concrete task associated to

work and illustrate interesting questions at the level of averages. For instance, we will explore

the role of energetic coherences in this model, a quantum feature of central thermodynamic im-

portance [33]. To better understand coherence in non-equilibrium systems, I employ some tools

from the resource theory of coherence [34–37]. The second contribution of this dissertation

is the study of this particular example, which helps to draw a clearer picture of heat engines

operating with genuine quantum resources and will be prepared for publication.

In classical non-equilibrium systems, the probability distributions of thermodynamic quan-

tities encompass generalizations of the laws of thermodynamics, so-called fluctuation theorems

3
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(FTs) [38–41]. Their generalizations to the quantum realm is yet trivial only in the absence of

energetic coherences. To prescribe the statistics necessary to quantum FTs, one has to make

reference to measurements, whose back-action is to erase coherence. For instance, quantum

mechanics sets fundamental restrictions on work distributions [13, 42]. Recently, a framework

to bypass some of these limitations has been established [43] based on Bayesian networks.

This technique is here used to provide a model of work distributions in the presence of coher-

ence. Such distribution is yet complicated to access experimentally. The final contribution of

this dissertation is, borrowing insight from statistical prediction [44], to provide a predictor of

work fluctuations, based only on the information available to the experimenter. The so-called

quantum-mean square predictor of work estimates the work distribution based on heat mea-

surements, leaving quantum coherence untouched. Moreover, it can be regarded as a stochastic

formulation of the first law which includes the role of coherence in the thermodynamic process.

This method culminated in a draft [45], which is currently in process of submission.

Below, I summarize the contents of each Chapter of this dissertation.

• Chapter 2 — settles notation and relevant concepts from quantum theory, quantum infor-

mation and the standard approach to open quantum systems;

• Chapter 3 — presents the collisional model framework, with regards to non-equilibrium

steady-states (NESS). Some results from resource theory of coherence are introduced and

used to characterize NESS;

• Chapter 4 — heat, work and entropy production are introduced. An informational per-

spective on the laws of thermodynamics is provided;

• Chapter 5 — the heat engine of Scovil and Schulz-DuBois is studied in the CM frame-

work. Its steady-state properties and the role of coherence are discussed;

• Chapter 6 — discusses simple quantum fluctuation theorems for heat, work and entropy

production.

• Chapter 7 — full counting statistics framework for CMs. Also provides the graphical

representation of quantum Bayesian networks. The framework is applied to minimal

qubit examples and the SSDB engine;

• Chapter 8 — discusses the fundamental limitations of quantum work, the framework of

4
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quantum Bayesian networks for initially coherent systems, its limitations and interpreta-

tion;

• Chapter 9 — discusses statistical prediction and then formulates the quantum mean-

square predictor of work. The predictor of work is then studied in a minimal two-process

qubit engine and in the SSDB heat engine.

• Appendix A — Few mathematical identities and derivations.

• Appendix B — Calculations concerning the SSDB engine; algebraic properties of the

system’s operators, symmetries, local master equation derivation.

All the numerical calculations and plots in this dissertation are done in Mathematica.
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Chapter 2

Concepts in quantum mechanics

The goal of this chapter is to present some of the quantities and set the notation that will be

used throughout this dissertation. I present relevant results from quantum channels, quantum

information and open systems without venturing in discussions or derivations which do not

cope with the narrative of this dissertation. All results discussed here can be found in the

references [5, 6, 46–48].

2.1 Closed quantum systems

For simplicity, I consider finite dimensional quantum systems, described by a d-dimensional

Hilbert space H . A physical observable is a linear operator A : H !H which is Hermitian;

the set of linear operators operators on H is denoted L(H ). The state describing the physical

system ⇢ 2 L(H ) is such that Tr ⇢ = 1, ⇢ = ⇢† and all its eigenvalues are positive or zero

(positive semi-definite, ⇢ � 0 for short); the subset of L(H ) containing only physical states is

called T .

The space H admits a basis of d orthonormal kets denoted {| ai}ad. Outer products of such

vectors define projectors in their respective subspaces ⇧a ⌘ | aih a|, which add to the identity:

dX

a=1

⇧a = 1. (2.1)

A state ⇢ can be projected in an eigenspace of | ai through

⇢! ⇢a =
⇧a⇢⇧a

Tr(⇧a⇢)
= ⇧a. (2.2)



Concepts in quantum mechanics

The term Tr{⇧a⇢} is the probability pa associated to a projective measurement ⇧a. This state-

ment acquires more meaning if we choose {| ai}a
1 to be eigenvectors of A, with associated

(non-degenerate and discrete) spectrum {a}a. In such basis A assumes a spectral representation

A =
X

a

a⇧a. (2.3)

In this case, there are d di↵erent values which a measurement of A can yield, each occurring

with a probability pa = Tr(⇧a⇢) (Born’s rule). Such probabilities are attained whenever we

perfectly reproduce the experimental conditions producing the state ⇢ and again perform the

projective measurement.

The quantum average value of the operator A is given by

hAi = Tr(A⇢). (2.4)

If we represent the trace in the basis {| ai}a we find that

hAi =
X

a

apa = E[a]. (2.5)

That is, the quantum average over the state ⇢ coincides with the statistical average of an ensem-

ble of many copies of the system, measured with outcomes a. Note that pa = pa(⇢), and we

could say that "pa is the probability of finding a given the system was in the state ⇢". Yet, one

never measures ⇢, one can only measure an observable A, which is suited to determine ⇢ only

in the case [A, ⇢] = 0.

The spectral representation of an Hermitian operator A also defines functions of operators

f (A). Let f be an analytic function of any element in the spectrum of A, then

f (A) ⌘
X

a

f (a)⇧a. (2.6)

In particular, using the above formula, I set f (a) = a2 to establish the variance of A

varA =
D
A

2
E
� hAi

2 =
X

a

a2 pa �

0
BBBBB@
X

a

apa

1
CCCCCA

2

= E[a2] � E[a]2. (2.7)

1Notation: as with the sums, I omit the set of values a is allowed to assume whenever it is clear from the
context or previously mentioned.

7
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The evolution of a state ⇢ is given, in the Schrödinger picture, by von Neumann’s equation

d
dt
⇢(t) = �i[H(t), ⇢(t)], (2.8)

where I set ~ = 1 and H is the Hamiltonian operator. The solution of von Neumann’s equation

is

⇢(t) = Ut⇢(0)U†t , (2.9)

with

Ut = T e�i
R t

0 dsH(s); (2.10)

the symbol T indicates time ordering, for [H(ti),H(t j)] , 0 in general. The operator Ut satisfies

UtU
†

t = UtU
�1
t = 1. If H is time independent it simplifies to Ut = e�itH, as will often be the

case in the forthcoming chapters. Any unitary operator is also an isometry in H ; it leaves

the inner product unaltered h�| i = h�|U†U | i and, thus, preserves the orthogonality between

state-vectors.

In the Heisenberg picture, an operator A(t) satisfies

d
dt

A(t) = i[H(t),A(t)] + @tA(t), (2.11)

and thus evolves as

A(t) = U
†

t A(0)Ut. (2.12)

Also, when H is time independent, [H,Ut] = 0 for all t. Hence, energy is a conserved quantity.

Through the spectral resolution of f (A(t))

U
†

t f (A(0))Ut = f (U†t A(0)Ut), (2.13)

which is in fact true not only for the time evolution but for any unitary operator.

8
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Another fundamental quantity is the von Neumann entropy of a state

S (⇢) = �Tr{⇢ ln ⇢}. (2.14)

I work in units in which kB = 1 and will often refer to it simply as entropy. This quantity was

derived in [6], by considering the statistical nature of ⇢. Remarkably, it is also conserved under

unitaries2. The density operator ⇢ can be written ⇢ =
P
⌫ p⌫⇧⌫, with p⌫ 2 [0, 1] and

P
⌫ p⌫ = 1,

in which case

S (⇢) = �
X

⌫

p⌫ ln p⌫, (2.15)

and 0 ln 0 ⌘ 0. From the normalization of ⇢, we see that whenever some p⌫ = 1, the others

are zero and thus S (⇢) = 0 for pure states which have the form ⇧⌫. The von Neumann en-

tropy thus quantifies our ignorance about in which (pure) state the system is, with respect to

its eigenbasis. In the spectral representation (2.15), it coincides with the Shannon entropy of a

probability distribution p⌫. The Shannon entropy stems from information theory and it quanti-

fies the amount of ignorance about a set of probabilities. It is maximal whenever each outcome

is equally probable and zero if any event is deterministic.

2.2 Multipartite quantum systems

For simplicity I consider a bipartite quantum system, described by a Hilbert space H = HE ⌦

HS where ⌦ is the tensor product. Let E 2 L(HE) and S 2 L(HS ), then we can always form

an operator E ⌦ S 2 L(H ) — often, I omit the "⌦" . We can choose to represent H in a basis

formed of local vectors {|eii ⌦ |sli}i,l. In finite dimensions, the tensor product is implemented

operationally through the Kroenecker product of matrices

E ⌦ S =
X

i jlm

ei jslm

���eisl

ED
e jsm

��� =

0
BBBBBBBBBBBBBBBBBBBBBBB@

e11S e12S . . . e1dE S

e21S e22S . . . e2dE S

...
. . . . . . e3dE S

edE1S . . . edEdE S

1
CCCCCCCCCCCCCCCCCCCCCCCA

, (2.16)

2Setting 0 ln 0 ⌘ 0 and noting that ⇢ � 0 and ⇢ = ⇢†, f (x) = x ln x is analytic in the spectrum of ⇢. Then,
f (Ut⇢U

†

t ) = U f (⇢)U† holds. Therefore, S (Ut⇢U
†

t ) = S (⇢)

9
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where [E]i j = hei|E
���e j

E
= ei j and dE is the dimension of HE. Yet, not every operator in H can

be decomposed in local operators. In general, we can represent G 2 L(H ) in the local basis as

G =
X

i jlm

gi jlm

���eisl

ED
e jsm

��� . (2.17)

That is, we cannot in general factor gi jlm in two local parts.

Now, as T ⇢ L(H ), one would wonder whether the same reasoning holds for states.

Indeed, this is true: if we have two states ⇢E 2 TE and ⇢S 2 TS then ⇢E ⌦ ⇢S 2 T . Yet, this is

only true because ⌦ preserves the trace normalization and the positive semi-definiteness.

We are now at the position to announce the most general class of maps that transform states

into states. A so-called completely positive and trace preserving (CPTP) map is a map ⇤ :

L(HS ) ! L(HS ) such that, for any ⇢S 2 TS , it produces a state: ⇤(⇢S ) 2 L(HS ) such that

Tr⇤(⇢S ) = 1 (trace preserving) and ⇤(⇢S ) � 0 (positivity). Further, the a�x "complete" is

added once every natural extension of the map 1E ⌦ ⇤ : L(HE) ⌦ L(HS ) ! L(HE) ⌦ L(HS )

is required to be positive too.

Di↵erent from unitaries, CPTP maps do not generally leave the inner product invariant and

may change von Neumann entropy.

Kraus’ theorem asserts that a map is CPTP i↵ it disposes of a Kraus representation. That is,

⇤ is CPTP i↵ it can be written as

⇤(⇢) =
d2X

j=1

K†j⇢Kj, (2.18)

where Kj is a Kraus component and they satisfy
P

j K†j K j = 1. Note that, assuming dimH = d,

we have that dimL(H ) = d2. Two relevant examples are the closed system time evolution

Ut(⇢) = Ut⇢U
†

t , whose unitary representation is a Kraus representation U
†

t Ut = 1 and the partial

trace operation TrE : L(HS ) ⌦L(HE)! L(HS ). To see the Kraus form of TrE, I use the basis

{|nii ⌦
���e j

E
}i j:

TrB ⇢ =
X

j

⇣
1A ⌦

D
e j

���
⌘

|      {z      }
K j

⇢ (1A ⌦
���e j

E
)

|      {z      }
K†j

, (2.19)

X

k

K†j K j = 1S ⌦ 1E. (2.20)

10
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Once I have introduced multipartite systems, let me discuss again the von Neumann entropy.

If ⇢ = ⇢A ⌦ ⇢B then we have

S (⇢S ⌦ ⇢E) = S (⇢S ) + S (⇢E). (2.21)

If ⇢ is not a product, it makes sense to quantify the amount of entropy due to the correlations

between each system; in fact, we talk about the reciprocal quantity, the mutual information

I⇢(S : E) ⌘ S (⇢S ) + S (⇢E) � S (⇢), (2.22)

where ⇢S = TrE ⇢ and ⇢E = TrS ⇢. Entropy can be regarded as a quantifier of disorder or

ignorance, that is, lack of information.

The mutual information can also be written as

I⇢(S : E) = S (⇢||⇢S ⌦ ⇢E), (2.23)

where I have introduced the relative entropy S (↵||�) ⌘ Tr
⇥
↵(ln↵ � ln �)

⇤
� 0. The latter has the

spirit of a norm, for it quantifies the entropic distance between two states. Yet, it is not a norm

since it is not symmetric in ↵ $ � and does not satisfy the triangle inequality. Moreover, once

the relative entropy is always positive, S (⇢) is subadditive:

S (⇢)  S (⇢A) + S (⇢B). (2.24)

From the subadditivity property, Lindblad [10] derived an interesting result: the so-called quan-

tum data processing inequality

S (⇤(⇢)||⇤(�))  S (⇢||�), (2.25)

where ⇢,� 2 T and ⇤ is any CPTP map. That is, under any quantum channel ⇤, the entropic

distance between two states can only decrease.

11
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2.3 Open quantum systems

As we have seen, CPTP maps are the most general transformations from states into states and

they lead to the possibility of performing operations between di↵erent Hilbert spaces. Every

theory of open quantum system begins with the splitting of a multipartite universe between a

system S and an environment E. The system is chosen as it is the piece of interest and the

environment, usually due to its complexity, is disregarded. Symbolically, we start with the von

Neumann equation for the universe

d
dt
⇢(t) = �i[H(t), ⇢(t)], (2.26)

with ⇢(t),H(t) 2 L(HE ⌦HS ), and then perform the partial trace operation with respect to the

environment

d
dt
⇢S (t) = �i TrE[H(t), ⇢(t)] ⌘ L ⇢. (2.27)

In a similar fashion, the same procedure holds for the solutions

⇢S (t) = TrE(Ut⇢(0)U†t ) ⌘ Vt⇢(0). (2.28)

I assume H to be time independent henceforth. From this point on, there are a series of methods

that can be employed to manipulate this expression. Usually, they rely on approximations which

make sense for specific models or limiting situations. In this dissertation, the tool I use to model

an open system is the collisional model, which will be throughly discussed in Chapter 3. In

the present Chapter, I outline the most common approach, the so-called Gorini-Kossakowski-

Surdashan-Lidblad (GKSL) [9, 11] derivation for master equations. The following argument is

found in [47].

The starting point is to consider the consequences of imposing the semigroup property

Vt1Vt2 = Vt1+t2 , 8t1, t2 2 R
+. (2.29)

Physically, this is to say that there are no memory e↵ects (Markovianity) concerning the inter-

action with the environment. For example, if the environment is a many-body system, we could

assume that each of its pieces interact and then takes a time so long to interact again that the

12
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e↵ect of the first interaction was already mitigated. Indeed, every piece interacts at the same

time, but, as a matter of scale, some interactions may decrease fast with distance and can be

discarded at a fixed instant of time.

Remarkably, such property gives a very complete characterization ofVt

Vt = etL , (2.30)

where L is the infinitesimal generator of the dynamical semigroup. From there

d
dt
⇢S (t) = L ⇢S (t). (2.31)

This map somewhat resembles the unitary dynamics and indeed unitaries are a particular case.

Yet, the spectral properties ofVt are very di↵erent fromUt, since L is not anti-Hermitian as it

is the case of �iH.

I now set Ut = e�itH with H = HS + HE + V. Further, requiring that the initial global state is

factorized as ⇢(0) = ⇢E(0) ⌦ ⇢S (0) one can construct the Kraus decomposition of Vt. For that

sake, consider the spectral representation ⇢E(0) =
P
↵ �↵ | ↵ih ↵| and let me represent the partial

trace operation w.r.t. such basis:

Vt(⇢S (0)) =
X

↵�

�↵
D
 �

��� Ut | ↵ih ↵| ⇢S (0)U†t
��� �

E
(2.32)

=
X

↵�

W↵�⇢S (0)W†↵�, (2.33)

where W↵� =
p
�↵

D
 �

��� Ut | ↵i, satisfying
P
↵� W

†

↵�W↵� = 1S .

Let me assume that dimHS = d. In this case, the space L(HS ) has dimension d2 and

hence there are d2 operators which form a basis of it. Indeed, we can define an inner product of

operators through

(A,B) ⌘ Tr
⇣
A
†
B

⌘
, (2.34)

according to which we can find d2 orthogonal operators to form a basis of L(HS ), i.e.,

(Fi,F j) = �i j i, j = 1, ..., d2. (2.35)

13
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Further, we can choose d2
� 1 operators to be traceless if we set Fd2 ⌘ 1S /

p
d. With this basis

we can choose to decompose each W↵� in projections along Fi’s:

W↵�(t) =
d2X

i=1

Fi(Fi,W↵�(t)), (2.36)

with

Vt(⇢S (0)) =
d2X

i, j=1

ci j(t)Fi⇢S (0)F†j , (2.37)

ci j(t) =
X

↵�

(Fi,W↵�)(F j,W↵�)⇤. (2.38)

Now, one can use the above the structure of the generator to compute the small ✏ expansion in

lim
✏!0

1
✏
{V✏⇢S (0) � ⇢S (0)}. (2.39)

The details of the above calculation can be found in [47]. Through keeping the lower order

terms in ✏, it is found that

L ⇢S = �i[He↵
S +, ⇢S ] +

d2
�1X

i j=1

ai j

 
Fi⇢S F

†

i �
1
2

n
F
†

jFi, ⇢S

o!
, (2.40)

where H
e↵
S = HS +G, the original local Hamiltonia plus a unitary correction that may arise from

tracing out the environment. At this point the precise form of G is unimportant, but can be found

in [47]; its importance will be addressed in the framework of collisional models too. From the

derivation, one also finds that ai j can be diagonalized as diag{�1, ..., �d2�1}, thus simplifying the

above expression in terms of a new orthogonal basis of operators {Ai}i; this leads to the so-called

GKSL master equation:

L ⇢S = �i[He↵
S , ⇢S ] +

d2
�1X

i=1

�i

 
Ai⇢S A

†

i �
1
2

n
A
†

i Ai, ⇢S

o!
. (2.41)

If the system S is multipartite, say a spin-chain, one can think about an environment coupled

to an end of the chain. In this case, if the system has local internal interactions (an XX-chain

for example), to a good a approximation the environment interacts only with the first site of the

chain and therefore the Ai’s would be just local operators in this site. Such scenario is so-called
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Local Master Equations (LMEs). Of course, in a more realistic case the interaction is Global,

i.e., the environment interacts with the whole system although the rates �i of more distant sites

would be smaller for local interactions.

The formalism here presented is a remarkable formal accomplishment of quantum theory.

The field of Open Quantum Systems has been thoroughly developed in the late 20th century,

pushed by the development of laser technologies. The environments envisioned in such cases

are mostly concerned with applications of quantum optics and also provided the theoretical

background to experimentally access the phenomena of decoherence [49–52]. Curiously, the

theory of (classical) irreversible thermodynamics also provided important insights to the realm

of Open Quantum System; for instance, just after the seminal papers of GKSL [9, 11] (1975

and 1976), Spohn formulated a version of entropy production for Open Quantum Systems [12]

(1977).

2.4 POVMs and measurement operators

In quantum theory, measurements and open systems are two faces of the same coin. In practice,

isolated systems only exist while unmeasured, since the measurement apparatus should also be

accounted in quantum mechanics. So far, I have discussed only projective measurements which

are indeed an idealized situation. They are an e↵ective description of a measurement apparatus

which has interacted unitarily with the system of interest during a time frame much smaller

than the time scale of interest and, therefore, have a built-in “instantaneous” structure. More

generally, we consider positive operator valued measures (POVMs), which are given by a set

of operators {E�}�, with
P
� E� = 1, E� � 0 8� and

p↵ = Tr(E↵⇢). (2.42)

Yet, to provide the post measuremement state we need to work with measurement operators

{M↵}↵ whose associated probabilities are

p↵ = Tr
⇣
M
†

↵M↵⇢
⌘
, (2.43)

and they add to identity as
P
↵ M

†

↵M↵ = 1. Although M↵ need not to be Hermitian, M
†

↵M↵ is

Hermitian and M
†

↵M↵ � 0. Then, setting E↵ ⌘ M
†

↵M↵ we have established a POVM.
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The state of the system after a given measurement outcome ↵ is given by

⇢0↵ =
M↵⇢M

†

↵

p↵
. (2.44)

If we combine all possible states after measurements according to their respective probabilities

we always have a legit state, guaranteed by Kraus’ theorem;

X

↵

p↵⇢0↵ =
X

↵

M↵⇢M
†

↵ = ⇤(⇢) = ⇢0. (2.45)

In general, there are multiple sets of measurement operators which can give rise to the same

POVM [48]. That is, the precise measurement operator is associated to the apparatus we use but

di↵erent apparatus can, ideally, lead to the same statistics. A reasonable take is to consider an

auxiliary system, or ancilla, as the measurement apparatus and assume we have good control of

this particular system and can perform even projective measurements in it, while in the system

of interest we have some technical limitation. In this manner, we start with the system S and

ancilla A in the state ⇢ = ⇢A ⌦ ⇢S , evolve them unitarily during ⌧, U⌧, and projectively measure

the ancilla with ⇧↵. For simplicity, I assume ⇢A = |�ih�|. In the end, we then discard the ancilla

to provide the state of the system after measurement. Symbolically

⇢A ⌦ ⇢S ! TrA{⇧↵U(⇢S ⌦ ⇢A)U†⇧↵} = h↵|U |�i ⇢S h�|U
†
|↵i ; (2.46)

which, by identifying M↵ = h↵|U |�i 2 L(HS ), satisfies
P
↵ M

†

↵M↵ = h�|U
P
↵⇧↵U

†
|�i = 1,

and thereby gives the updated system state ⇢0S |↵ = M↵⇢S M
†

↵/Tr
⇣
M↵⇢S M

†

↵

⌘
.
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Chapter 3

Collisional models

The focus of this dissertation is on the fluctuations of heat and work in open quantum systems.

The treatment of open systems is commonly done through continuous maps generated by GKSL

master equations. As discussed in the previous Chapter, they are usually derived from the joint

unitary dynamics of a system S and an environment E; the environment is assumed to be an

infinitely large system whose degrees of freedom are constantly interacting with the system and

is traced out to produce the reduced open dynamics of S . This procedure is usually followed by

a series of approximations and assumptions which render the problem tractable.

In obtaining statistics of heat and work in the course of this dissertation, it will prove impor-

tant to count the environmental quanta, but discarding the environment hinders such possibility.

For this reason, the present Chapter introduces the framework of collisional models (CMs), also

known as repeated interactions.

Instead of picturing all the interactions happening at the same time, CMs implement the

bath as a sequence of little pieces (units or ancillae) which collide with the system and are then

traced out to produce the system reduced dynamics. Such models have been largely explored

recently [29, 30, 33, 53–70], with particular emphasis to the fact that they can recover local

master equations (LMEs).

In this Chapter, we will not start with master equations. I will introduce the framework in

its more general form; a time-discrete CPTP map applied sequentially. We will then understand

how these models relate to thermalization and, more generally, to the process of stabilization in

non-equilibrium situations. For this sake, I will employ some ideas from resource theories of

coherence [34–37, 71–75], once the understanding of how the collisions process coherence and

populations will be important in the future. Further, this dissertation mainly explores discrete-



Collisional models

⇢th
An+1

⇢th
An

⇢0An�1

⇢n
S

Un En

tn+1 tn tn�1

Figure 3.1: Each identically thermal ancilla interacts sequentially with the system and is then
discarded. Formally, at time tn the unitary interaction ⇢th

An
⌦ ⇢S

Un
��! ⇢0n, is followed by the partial

trace ⇢0n
TrAn
���! ⇢n0

S = ⇢
n+1
S , characterizing a single collision; then the process repeat generating the

dynamics for an arbitrary time interval.

time maps in its applications; LMEs are treated as a limit case and are discussed in Section 3.3.

3.1 General framework

Picture two quantum systems, one named S for system and another E, for environment. This

division is to some extent arbitrary, in the sense that whatever the system is, it will be the piece

whose dynamics we are interested in. I assume E to be divided as smaller ancillae (or units) An,

each given by a quantum system in its own right. The dynamics is then described by a series

of sequential collisions, where the system only interacts with one unit at a time. Each collision

lasts for a fixed time ⌧ and afterwards, the ancilla is discarded and never participates again in

the dynamics, as in Fig. 3.1.

Formally, consider at time t = 0 two quantum systems A0 and S initialized at global state

⇢ = ⇢0
S ⌦ ⇢A0 ; they are described by self-Hamiltonians HA0 and HS , and interact via V0 during a

time ⌧. The time-independent global Hamiltonian is then

H
(0) = HS + HA0 + V0, (3.1)

and, according to von Neumann’s equation ⇢̇ = �i[H, ⇢], after a time ⌧ the dynamics is resolved

by the unitary U0 = e�i⌧H(0) . That is, the global state is then given by ⇢0 = U0(⇢) = U0⇢U
†

0.

The assumption of discarding the ancilla A0 is implemented by the partial trace operation; it

defines the first collision of our completely positive and trace preserving evolution by updating
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the system’s state with the local change after the unitary interaction:

E0(⇢0
S ) = TrA0{U0(⇢A0 ⌦ ⇢

0
S )U†0} = ⇢

1
S . (3.2)

After this, we repeat the cycle with an ancilla A1 and so forth. In general, we then have that

En(⇢n
S ) = TrAn{Un(⇢An ⌦ ⇢

n
S )U†n} = ⇢

n+1
S . (3.3)

I also assume that every ancilla is identical and identically prepared, that is, their respective

Hilbert spaces are isomorphic and they are all at the same state before interacting with S . Under

this umbrella, although each unitary Un and partial trace TrAn act on di↵erent spaces, we can

simply think of the global dynamics in a bipartite space HS ⌦HA, where we reset the state of

A by tracing it out and bringing a fresh one at the rate ⌧. In this manner, we can write, for the

n-th application of the map

E(⇢n
S ) = TrA{U(⇢A ⌦ ⇢

n
S )U†} = En(⇢0

S ), (3.4)

where U = e�i⌧H and H = HA + HS + V. Thereby, we see that the open-system dynamics is

described by a stroboscopic (discrete-time) map, which only relies on the system and a single

ancilla. This is a drastic simplification in contrast to ordinary open quantum system dynamics,

which are derived from a system interacting with an infinite dimensional environment.

To solidify the framework used in this text, I list the assumptions which constrain my CMs

of interest
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Figure 3.2: Both plots depict the change of the excited state population of a qubit system,
p1, upon sequential collisions with qubit ancillae. In each plot, the system is initialized in a
di↵erent state. For each choice of collision rate ⌧ and initial state, the system thermalizes;
this is witnessed through p1 which equates the excited state population of the qubit ancillae
�A = 0.4. The other parameters are fixed as g = !A = !S = 1.

Assumptions (Thermal Collisional Models) — Let E label the bath and S the system.

The bath is assumed to be such that:

• its Hilbert space is factorized in N identical subspaces HE = H
⌦N

A where N is

arbitrarily large;

• its state is factorized as Gibbs states ⇢E = (⇢th
A )⌦N with ⇢th

A = e��HA/Tr
n
e��HA

o
;

• each subsystem (or unit/ancilla) interacts sequentially, identically, once and for all

with S for the same duration ⌧.

As a consequence, the evolution under sequential collisions is Markovian and the map is

homogeneous for each rate ⌧.

Before proceeding on the formal results of CMs, I will introduce a minimal qubit example

to illustrate how CMs work.

Example 3.1 (Minimal qubit model). I consider a bath given by an assemblage of identical and

identically prepared qubits interacting with the system, which is also a qubit. The Hamiltonian
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at each collision writes

H = !A�
z
A|{z}

HA

+!S�
z
S|{z}

HS

+ g(��A�
+
S + �

+
A�
�

S )|               {z               }
V

, (3.5)

where �0s are the usual Pauli spin operators. I assume that each ancilla interacts with the system

for a fixed time ⌧ and it is initially prepared in thermal state ⇢A = e��A!A�
z
A/ZA. The simplest

way to write such state is in terms of the populations of the ground and excited states |0i , |1i,

respectively. Defining �A as the population of |1i, the population of |0i must me 1� �A, so ⇢A is

parametrized1 by

⇢A =

0
BBBBBBBB@
�A 0

0 1 � �A

1
CCCCCCCCA . (3.6)

It is common to define the entry (⇢A)1,1 as the ground state’s population of the qubit; here I will

always set this entry to be the excited state population while the entry (⇢A)2,2 corresponds to the

ground state’s population.

For concreteness, suppose the system starts either at the ground state |0ih0| or at the maxi-

mally mixed state 1S /2 and, set !S = !A = g = 1. In Fig. 3.2 I plot the population p1 of the

state |1ih1|, for a fixed ancilla population �A = 0.4 ( which plays the role of temperature). In

both cases, the system eventually thermalizes to the temperature of the bath, that is, p1 ! �A as

collisions accumulate; this situation will prove more general further ahead. For each choice of ⌧

we see that the time to reach the steady-state changes, for very small ⌧ the interactions are weak

and the system needs many collisions to thermalize; in particular, at the blue plot for the system

starting at 1S /2 we cannot visualize equilibration at the chosen scale of time, for su�ciently

large number of collisions.

3.2 Properties of the collisional map E

In this section I discuss the relevant properties of the map E. To understand in the future its ther-

modynamical properties we need to single out how populations and coherences are processed.

1One can solve for �A, to find �A =
1

2!A
ln

 
1 � �A

�A

!
. Up to an energy scale !A, we see that temperature is

dual to the probability of finding the ancilla at a given level. This shows that for a fixed Hamiltonian HS every
diagonal state with respect to such Hamiltonian can be written as a thermal state. This is a very special property of
two-dimensional systems; in general, diagonal states need not to be thermal.
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For that sake, some concepts and results from resource theory will be examined in the context of

collisional models. They are organized in a mathematical structure for organization and future

reference, but by no means intend to be rigorous.

3.2.1 Kraus decomposition

Any CPTP map disposes of a Kraus form. In what follows I derive such representation of E.

Consider the basis in which ⇢A is diagonal (non-degenerate), say ⇢A =
P

a pa |aiha|, and then

write the partial trace with respect to such basis

E(⇢S ) =
X

aa0
pa1S ⌦ ha0| (U |aiha| ⌦ ⇢S U

†)1S ⌦ |a0i (3.7)

=
X

a,a0
Ka,a0⇢S K

†

a,a0 ,

where I have defined the so-called Kraus operators Ka,a0 =
ppa ha|U |a0i, which add to identity

P
aa0 K

†

a,a0Ka,a0 = 1S .

3.2.2 Steady-states

Through the course of this dissertation, I am mostly interested in the steady-state (SS) behaviour

of S . Such state is nothing more than the fixed point of the stroboscopic map, E(⇢⇤S ) = ⇢⇤S ; that

is, the state which no longer changes upon further interactions with ancillae

⇢⇤S = TrA{U(⇢A ⌦ ⇢
⇤

S )U†}. (3.8)

Although mathematical results assuring the uniqueness of such states are rare and not always

illuminating, all the applications we will be concerned fall under this conjecture and therefore I

take it for granted henceforth.

As it is the case of uniqueness, the characterization of the fixed point is not an easy task;

for this reason I divide the CPTP map E in less generic classes. Whichever perk the fixed

point may have must be due to the map itself, for its very nature is that of a state reached

regardless of the initial conditions. On this wise, there are two pieces of the map that must be

observed; the environment states, which are expected to set a trend for the fixed point and the

global Hamiltonian H, which can completely disregard such trend or resonate corroborate with
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it. Since I have set the unit states to be thermal, if we take the inverse temperature �A = 1/TA

to be higher than that of the system - in the case it has a definite one - the trend shall be that of

cooling, unless a very disruptive interaction takes place. Yet, to be able to give further details

about ⇢⇤S we first need to discuss sub-classes of the map E. The properties of steady-states will

follow as direct consequences of the characterizations of the map presented in this section.

3.2.3 Thermal operations

The most well-behaved yet interesting class of interaction is that which conserves the sum of

local energies. That is, consider the global Hamiltonian split as

H = HS + HA|   {z   }
H0

+V, (3.9)

with an associated unitary U = exp{�i⌧H}. If we have that [H0,U] = 0, meaning that H0 is a

conserved quantity. This is equivalent to [H0,V] = 0 for time independent Hamiltonians. To

show this, I first need the following formula (see Appendix A):

[A, eB] =
Z 1

0
dse(1�s)B[A, B]esB. (3.10)

Using it in [H0,U]

[H0, e�i⌧H] =
Z 1

0
dse�i⌧(1�s)H[H0,H]e�i⌧sH =

Z 1

0
dse�i⌧(1�s)H[H0,V]e�i⌧sH. (3.11)

Of course, assuming [H0,V] = 0, this is zero. Now let me argue in the opposite direction.

Suppose that [H0,U] = 0, hence

Z 1

0
dse�i⌧(1�s)H[H0,V]e�i⌧sH = 0; (3.12)

noting that the commutator is constant and the s-dependent part is always positive2, the integral

over a positive interval is zero only in the case the commutator itself vanishes. So, we have that

Assuming H is time independent, [H0,U] = 0, [H0,V] = 0.

Regardless of the internal structure of S , this class of interactions provide the first set of
2More carefully, one uses the spectral decomposition of the exponentials to check the sign element-wise.
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relevant results about fixed points. Together with the assumption of thermal environments ⇢A =

e��AHA/ZA, we can directly check that the state ⇢th
S = e��AHS /ZS satisfies E(⇢th

S ) = ⇢th
S [35], as

follows from direct substitution

E(⇢th
S ) = TrA{U e��A(HA+HS )

|      {z      }
F(H0)

U
†
}/(ZAZB) = TrA{e��A(HA+HS )

}/(ZAZB) = ⇢th
S , (3.13)

where I have used that [A, B] = 0) [A, F(B)] = 0. Then we have the following result:

Thermal fixed points — Consider the map E(•) ⌘ TrA{U(⇢th
A ⌦•)U

†
} with U = e�i⌧(H0+V).

If [H0,V] = 0 then ⇢⇤S = ⇢
th
S with the same temperature of ⇢th

A .

Another sound implication of thermal operations is energy conservation at the level of eigen-

values, which can be easily shown for non-degenerate spectra. Let us consider the tensor prod-

uct of eigenbases of HA and HS , say {|ai⌦ |ni}. Now, considering the element han|H0U |a0n0i, the

commutator [H0,U] = 0 guarantees that han|H0U |n0a0i = han|UH0 |a0n0i and, thus, han|U |a0n0i (a0+

n0 �a�n) = 0, where I considered that H0 |ani = (a+n) |ani. The interpretation of the condition

hna|U |a0n0i (a0 + n0 � a � n) = 0 is that the transition han|U |a0n0i is only possible in the case

that energy conservation holds at the level of eigenvalues (a0 + n0 � a � n) = 0. It then follows

that:

Strict energy conservation — Assuming H0 has a non-degenerate spectrum

[U,H0] = 0) han|U |a0n0i / �(a0 + n0 � a � n). (3.14)

As it is commonly found in quantum mechanics, a conserved quantity furnishes a selection

rule for the transitions. This property has been used to understand a series of important thermo-

dynamic phenomena of quantum systems [30, 35, 76] and it means that whatever energy that

leaked from either of the parties A and S must have entered the other, at the level of eigenvalues.

Example 3.2. Consider again the minimal qubit model of Example 3.1. Now, we compute the

commutator [H0,V] by using that V = g(�x
A�

x
S + �

y
A�

y
S )/2, and then the Pauli algebra. With

that, we conclude

[H0,V] = ig(!A � !S )(�y
A�

x
S � �

x
A�

y
S ), (3.15)

from which we see that the condition to attain thermal operations is that the qubits are resonant
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⇢A

⇢S

⇢0S

⇢B

⇢0A ⇢0B

0

⌧

t

U⌧

Figure 3.3: Within each time frame, during ⌧, a single collision accounting for two environments
is given by bringing two fresh ancillae, one from bath A and another from bath B, interacting
with the system through U⌧ and then discarding both ancillae.

with each other. Noting that V is the exchange interaction, we can think about this condition in

the following way; the frequencies regulate sizes of system and ancilla gaps and therefore how

much energy they can exchange in each collision. Suppose that !A < !S ; the ancilla would then

need to borrow some extra energy from somewhere to provide such di↵erence, the interaction

V plays this role.

3.2.4 Two environments

I address now the extension of the strict energy conservation condition and the characterization

of steady-states to two environments. Without loss of generality, the two-environment case rep-

resents a multiple environment scenario. The first step is to establish another stream of ancillae,

say B. One could either choose alternating collisions, for example, setting even collisions be-

tween S �A and odd ones between S �B, akin to [69]. We will not explore this possibility here.

I assume that in each collision both S � A and S � B occur concomitantly; this enables all three

parties to get correlated within each collision, although we shall always assume that A and B do

not interact directly with each other.

The action of the stroboscopic map is depicted in Fig. 3.3 and redefined by

E(⇢S ) = TrAB{U(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )U†}, (3.16)
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where ⇢th
B = e��BHB/ZB (with �B , �A, in general) and the Hamiltonian involved in U is

H = HA + HB + HS|           {z           }
H0

+VS A + VS B. (3.17)

Now, we can again look at the thermal operations regime [U,H0] = 0. It is a straightforward

generalisation of the single bath case to find

Strict energy conservation (SEC) — For H0 with non-degenerate spectrum

[U,H0] = 0) habn|U |a0b0n0i / �(a0 + b0 + n0 � a � b � n). (3.18)

However, this time the above condition does not give an obvious characterization of the

steady-state. If you try to use the same thermal state ansatz, you can notice that whenever

�A , �B you cannot form a function of H0 to follow the same trick used in Eq (3.13). A more

modest take is to show that for this given class of maps the steady-state is incoherent, that is,

the map E destroys any o↵-diagonal element with respect to the eigenbasis of HS , once applied

many times. For this sake we need some machinery concerning coherent processes, which will

be discussed below. Note that this assumption is built in the thermal state ansatz, but since that

worked and we assumed the steady-state to be unique, we did not remark that decoherence was

required for thermalization.

Example 3.3. (Incoherent qubit model) Consider another bath coupled to the minimal qubit

model, whose single-collision Hamiltonian writes

H = !A�
z
A + !B�

z
B + !S�

z
S|                       {z                       }

H0

+ g(��A�
+
S + �

+
A�
�

S + �
�

B�
+
S + �

+
B�
�

S )|                                       {z                                       }
V

. (3.19)

Similar to the single environment case, we have the commutator

[H0,V] = ig(!A � !S )(�y
A�

x
S � �

x
A�

y
S ) + ig(!B � !S )i(�y

B�
x
S � �

x
B�

y
S ), (3.20)

from which I decide to stay, for now, on resonance, !A = !B = !S = 1. Moreover, I set

⌧ = 1 = g and start the system at the ground state |0ih0|. Again, let us look at the behaviour

of p1 as we choose di↵erent values of �A and �B in Fig. 3.4. We find that p1 will stabilize at a

number which corresponds to neither of the bath populations whenever a there is a temperature

bias (blue).
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Figure 3.4: The excited state’s population of a qubit system in terms of the discrete time steps
(tn = ⌧n, where n is the number of collisions). The two situations in which both baths are set to
equal temperatures (orange and green) lead to equilibrium, as in the one bath case. Yet, once a
bias is set (blue), the system occupation does not agree with the occupations of neither of the
baths.

3.2.5 Coherence processing

In the last example, we did not look at the dynamics of o↵-diagonal elements of the system state,

yet the way to quantify them is non-trivial. Let me then dedicate some paper to introduce the

tools from the resource theory of coherence which are particularly relevant. I follow [34–36],

see especially [34] for a comprehensive exposition. In general, resource theories (RTs) concern

a pair (F ,O), in which F stands for free states and O for free operations. That is, it is all about

a set of states which are not resources and operations which can transform between such states

without any cost. In the case of coherence, there is a simple way to define free (incoherent)

states but a large hierarchy3 of types of incoherent maps. I will discuss a couple relevant ones,

which will be used in the characterization of the stroboscopic map E.

Consider a d-dimensional Hilbert space H , and a Hamiltonian H with non-degenerate,

discrete, spectral representation
P

n n |nihn|. Let ⇢ be a state that is ⇢ 2 T where T ⇢ L(H ).

A state is said to be incoherent whenever ⇢ =
P

n pn |nihn| with pn � 1 and
P

n pn = 1 and

whichever state satisfying this property pertains to a subset of states I ⇢ T , namely, the set of

incoherent states.

Similar notions can be established for maps, as follows. I call a map ⇤ a maximally inco-

herent operation (MIO) if it maps incoherent states into incoherent states. That is, ⇢ 2 I )

3See [34, 73] for a complete accounting of incoherent maps.
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⇤(⇢) 2 I . Consider now the energy decoherence operator �(⇢) =
P

n hn| ⇢ |ni |nihn|, where {|ni}

is the eigenbasis of H. Any state can be thought as the sum of a diagonal and o↵-diagonal parts,

so we can always form a generic element of I by applying � to a generic state. Therefore it

follows that

Decoherence preserving operations — If ⇤(�(•)) = �(⇤(•)) then ⇤ is a MIO.

I also define an important subset of MIOs, the set of incoherent operations (IOs), as the

CPTP maps ⇤ : L(H )! L(H ) which not just connect incoherent states to incoherent states,

⇢ 2 I ! ⇤(⇢) 2 I but whose arbitrary Kraus components do so. That is, I say that ⇤ is

incoherent if for each j

K j⇢K†j
Tr

n
Kj⇢K†j

o 2 I , (3.21)

where ⇤(⇢) =
P

j K j⇢K†j and
P

j K jK†j = 1.

The sets of IOs and MIOs form a solid background to start introducing coherence quantifiers.

For this, I now present a desiderata concerning such quantities. A coherence quantifier C : T !

R is expected to satisfy the following properties [34, 36, 74]

1. Nonnegativity C(⇢) � 0, with equality i↵ ⇢ 2 I ;

2. Monotonicity If ⇤ is a (M)IO , C(⇤(⇢))  C(⇢) 8⇢ 2 T ;

3. Strong-monotonicity
P

i qiC(�i)  C(⇢), where qi = Tr
n
Ki⇢K†i

o
are probabilities associ-

ated to Kraus components of ⇤ and �i = Ki⇢K†i /qi is are their associated states;

4. Convexity
P

i piC(⇢i) � C (
P

i pi⇢i).

The minimal requirements for a reasonable quantifier are 1 and 2. If C satisfies these, it is

so-called a coherence monotone. I work with the relative entropy of coherence

Crel(⇢) ⌘ S (�(⇢)) � S (⇢), (3.22)

where S (�) = �Tr{� ln�} is the von Neumann entropy. The reason is mainly due to its con-

nection with thermodynamical quantities. For IOs it satisfies all four of the latter properties and

for MIOs it satisfies all but 3 [34, 36]. From now I will thus reserve the notation C ⌘ Crel for it.
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Employing these ideas to the framework of CMs, consider again the stroboscopic map for

two baths E(⇢S ) = TrAB{U(⇢th
A ⌦⇢

th
B ⌦⇢S )U†} and let me assume that ⇢S 2 I ⇢ L(HS ). Note that

we are working in the tensor product space spanned by the energy eigenbasis {|ai ⌦ |bi ⌦ |ni}a,b,n

but I am interested in coherence with respect to the local basis {|ni}n. In such basis, we can write

the map in Kraus form

E(⇢S ) =
X

aba0b0
pa pb ha0b0|U |abi ⇢S hab|U† |a0b0i ⌘

X

�

K�⇢S K†� , (3.23)

where � = (a, b, a0, b0). If we then assume that the spectrum of H0 is non-degenerate and

[H0,U] = 0, we can see that each Kraus component satisfies

hn0|K�⇢S K†� |m
0
i = pa pb pn ha0b0n0|U |abnihabn|U† |abm0i (3.24)

/ �(a0 + b0 + n0 � a � b � n)�(a0 + b0 + m0 � a � b � n), (3.25)

where the deltas can only be mutually satisfied for n0 = m0. Given ⇢S 2 I , each Kraus

component of E thus produces an incoherent state K�⇢S K†�/Tr
n
K�⇢S K†�

o
2 I . Together with

monotonicity under IOs and 3.2.4, this shows the following

SEC operations are IOs — Let E(•) = TrAB{U(⇢th
A ⌦ ⇢

th
B ⌦ •)U

†
} be strictly energy

preserving, i.e., [H0,U] = 0 and H0 has a non-degenerate spectrum. Then E cannot

increase coherences, that is

C(E(⇢S ))  C(⇢S ) 8⇢S . (3.26)

This allow us to understand what this map does in terms of coherence processing in a sin-

gle collision and thereby some properties inherited by the SS. Suppose now the fixed point

is unique4 and that we start subsequent applications of the map E at an incoherent state, i.e.,

C(⇢0
S ) = 0; since coherence cannot increase, the steady-state must be incoherent. Moreover,

should we start the evolution with a coherent state, it would have fully decohered since the

fixed-point is unique.

The SS of SEC maps is incoherent — If E is strictly energy conserving, then its steady-

state is incoherent, ⇢⇤S 2 I .

4This will be the case for every case of interest in this dissertation.
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Figure 3.5: Relative entropy of coherence as a function of the time steps .Regardless of the
chosen regime (!B) we see that coherence decreases very fast as soon as the collisions start.

Example 3.4. Consider again the Example 3.3 and let us study the coherence processing while

the system reaches its NESS. I allow now!’s to assume any non-zero value and then, in general,

[H0,V] , 0. For concreteness, I will set !A = !S = g = ⌧ = 1 and the bath populations �A = 0.4

and �B = 0.2. We now observe the behaviour of the relative entropy of coherence in Fig. 3.5, in

which I set an initial state manifestly coherent

⇢0
S =

1
2

0
BBBBBBBB@
1 1

1 1

1
CCCCCCCCA , (3.27)

and di↵erent choices of !B are allowed in the transient process. We see from Fig. 3.5 that

coherences vanish whatsoever. Interestingly, for !B , 1 the commutator [H0,V] , 0 so we

could expect that coherence would survive.

In the future, we will be looking at machines which operate in their steady-state, I would

like to have coherence at our disposal at that point. To find a first toy model which displays

a coherent steady-state I need to scrutinize the mechanism that prevents coherence to survive,

even when energy is not stricly conserved.

The Hamiltonian of Example 3.3 is that of a XX chain with three sites and, remarkably,

conserves the total z-spin profile: [H,⌃Z] = 0 with, ⌃Z ⌘ �
z
A +�

z
B+�

z
S and, therefore, [U,⌃Z] =

0. By considering the global symmetry transformation Gk(•) ⌘ e�ik⌃z • eik⌃z , let us see what we

learn about E by transforming the initial state before evolving and tracing out. For this sake,
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consider a generic state ⇢S and the modified map

Ẽ(⇢S ) = TrAB{U(Gk(⇢))} = TrAB{Ue�ik⌃z(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )eik⌃zU

†
}. (3.28)

Noting that all �z’s in ⌃z commute with each other we have eik⌃z = eik�z
A ⌦ eik�z

A ⌦ eik�z
S , and

reminding that thermal states commute with these exponentials we conclude that

Ẽ(⇢S ) = TrAB{U(⇢th
A ⌦ ⇢

th
B ⌦ e�ik�z

S ⇢S eik�z
S )U†} = E(e�ik�z

S ⇢S eik�z
S ), (3.29)

which calls attention to the local symmetry mapZk(•) ⌘ e�ik�z
S • eik�z

S . Going back to Eq. 3.28,

we can move the exponential outwards since [U,⌃z] = 0

Ẽ(⇢S ) = TrAB{U(Gk(⇢))} (3.30)

= TrAB{e�ik⌃zU(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )U†eik⌃z} (3.31)

= e�ik�z
S TrAB{U⇢th

A ⌦ ⇢
th
B ⌦ ⇢S )U†}e�ik�z

S (3.32)

= e�ik�z
SE(⇢S )e�ik�z

S , (3.33)

where I could use the partial cyclic property in A, B since the exponentials factorize. We have

just concluded that E(Zk(⇢S )) = Zk(E(⇢S )) 8k 8⇢S ; that is, the global symmetry group Gk of

the unitaryU induces a local symmetry groupZk of the CPTP map E.

We can now understand why this map does not lead to a coherent steady-state. The gen-

erators of Zk commute with the local Hamiltonian HS = !S�
z
S . The decoherence opera-

tor aforementioned, �, has a useful representation5 in terms of the group average �(•) =

K�1
R K

0 dse�isHS • eisHS with suitable K 2 R [35, 75]. Using the symmetry of E with respect

toZs we can conclude that E(�(⇢S )) = �(E(⇢S )) 8⇢S , so that decoherence is a symmetry of the

map E and E is, through the box in pg. 28, a MIO. Fortunately, MIOs also enjoy monotonicity

for C and we can understand now that the following holds

5To see it, let e�iHS =
P

n e�in
|nihn|. Then, write �(⇢S ) = K�1

R K
0 ds

P
n,m e�i(n�m)

hn| ⇢S |mi |nihm|. Now, consid-

ering the integral representation of the Kroenecker delta �nm = (2⇡)�1
R 2⇡

0 dse�i(n�m) we see that for K = 2⇡ we find
�(⇢) =

P
n hn| ⇢S |ni |nihn|.
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Translationally invariant maps are MIOs — Consider a map E, which disposes of the

symmetry propertya
E(e�ikOS • eikOS ) = e�ikOSE(•)eikOS , where [OS ,HS ] = 0, k is arbitrary

and HS is non-degenerate. Then E is a MIO and, in particular, the relative entropy of

coherence is non-increasing with respect to E

C(E(⇢S ))  C(⇢S ) 8⇢S . (3.34)

Therefore, under the same assumptions and if the steady-state of E is unique, such state

must also be incoherent.
aIn fact, this property defines another class of incoherent maps, the so-called translationally invariant

incoherent operations (TIOs) [34]. Further, commuting with the decoherence operator also defines another
class, DIOs [75].

In other words, we do not need SEC to find that the steady-state is incoherent, we just need

to find a symmetry transformation which commutes with HS and decoherence will be present.

We now understand the mechanism which prevents coherence to survive after many interac-

tions. Then, we also know how to circumvent it in the qubit model: we break the �z
S symmetry

by modifying HS = !S�
z
S ! !S�

z
S + h�x

S . In the present case this is rather artificial, but in the

application considered Chapter 5 the addition of this kind of term will be physically motivated.

Example 3.5. As mentioned, I now work with the following Hamiltonian

H = !A�
z
A + !B�

z
B + !S�

z
S + h�x

S|                                 {z                                 }
H0

+ g(��A�
+
S + �

+
A�
�

S + �
�

B�
+
S + �

+
B�
�

S )|                                       {z                                       }
V

, (3.35)

where I set the qubits to be resonant and g = 1, for simplicity. Let me plot the coherence

quantifiers in Fig. 3.6, in which I study only the steady-state regime. At the left hand side we

see that, for a fixed bias of �A = 0.4 and �B = 0.1 both coherence measures are zero only for

h = 0, which corresponds to the the case in which the cummutator [H0,V] = ih�y
A�

z
S vanishes.

The choice of a lower temperature, associated to �B = 0.1 is depicted at the RHS, in which I fix

the h so to stay in a possibly coherent regime; we learn that, in varying the bias through �B, the

coherence tends to vanish. I illustrates that at least one bath at low temperature is an important

ingredient to preserve coherences.
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Figure 3.6: At the LHS we see the dependence of SS’ coherence with h. At the RHS h is fixed
and we see how higher temperatures (higher �B’s) are detrimental to coherence, where again we
observe the SS.

3.3 Local master equations

Finally let me discuss a particular case of collisional models, local master equations. This

scenario is interesting for a lot of reasons and indeed remains relevant through the end of this

text, since it represents a relevant physical limit of the phenomenology involved in the collisions.

However, even when we talk about master equations one should keep in mind that the actual

model is frequently not a continuous process, but a discrete number collisions that can be treated

e↵ectively as continuous. Indeed, very often other open systems approaches share the such spirit

of e↵ective descriptions.

For simplicity, let me start with a single bath. The Hamiltonian I consider is of the form

H = HA + HS|   {z   }
H0

+gV, (3.36)

where I have factored out the overall scale of the interaction, g. Supposing that the global initial

state is ⇢ = ⇢th
A ⌦ ⇢S , and performing the Baker-Campbell-Hausdor↵ (BCH) expansion (see

Appendix A) of the unitary evolution up to second order in time we have

e�itH⇢eitH
⇡ ⇢ � it[H, ⇢] �

t2

2
[H, [H, ⇢]]. (3.37)
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Tracing out the environment we see that

⇢S (t) ⇡ ⇢S � TrA

(
it[H, ⇢] +

t2

2
[H, [H, ⇢]]

)
(3.38)

= ⇢S � it[HS , ⇢S ] � itg TrA[V, ⇢] �
⌧2

2
TrA{[H0 + gV, [H0 + gV, ⇢]]},

where I have used that [⇢th
A ,HA] = 0. Let me concentrate for a moment in the term TrA[V, ⇢]; it is

reasonable to assume it has a particular form such as V = A
†
⌦S+A⌦S

†, where A 2 L(HA) and

S 2 L(HS ). The operator A can be either diagonal or o↵-diagonal with respect to the eigenbasis

of ⇢A, if it is o↵-diagonal the term vanishes once we perform the trace and if it is diagonal then

TrA[V, ⇢] = g[W, ⇢S ], with W ⌘

D
A
†
E

th
S+ hAith S

†. If we now let each collision last ⌧ << 1, we

set t = ⌧. Passing ⇢S to the LHS dividing by ⌧ and taking ⌧! 0 we have that

⇢̇S = �i⌧[HS + gW, ⇢S ]. (3.39)

This is the von Neumann equation for a (closed) evolution of S and it incorporates an additional

unitary contribution due to W. Yet, it does not does not comprehend dissipation. To do that we

need to make the interaction stronger, tuning g so that a piece of the second order term can be

e↵ectively of first order in ⌧. For this sake, I introduce an overall scale as g! g/
p
⌧, so that

⇢S (⌧) ⇡ ⇢S �
ig
p
⌧

[W, ⇢S ] � ig⌧[HS , ⇢S ] � g2 ⌧

2
TrA{[V, [V, ⇢]]} + O(⌧3/2).

Since dividing by ⌧ and taking ⌧ ! 0 would lead to a term facotr ⌧�3/2 in the term propor-

tional to [W, ⇢S ], there is a divergence in the continuum limit. To the best of my knowledge,

there is no general way to wipe this divergence, but I shall make some observations about it.

First, in a lot of cases it vanishes, for example, exchange interactions. Second, as I pointed out

earlier, the continuum limit is not a physical situation for the CM, but an e↵ective description;

therefore, a divergence just indicates that it is not a good e↵ective description in such case and

one should stick with finite ⌧, while perturbation theory can still be used if ⌧ is small but finite.

Thirdly, there are ways to tune the W term so that it remains finite in the continuum limit, as

in [33]. Ultimately, it is all a matter of scale.

A relevant case, thoroughly explored in [30]6, is that in which A are so-called eigenoperators
6In this reference they assume both S and A to eigenoperators of their respective local energies, but in the

present case only the latter is necessary.
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of HA, that is, they satisfy [A,HA] = ↵A, for some parameter ↵. If this is true, A has only o↵-

diagonal elements with respect to HA. Consequently it follows that W = 0. As you can see,

a remarkable class of interactions is safe from infinities and in these cases we can write the

di↵erential equation

⇢̇S = �i[HS , ⇢S ] �
g2

2
TrA{[V, [V, ⇢]]}. (3.40)

Let me now explore a concrete example of such dynamics, from which a master equation in the

GKSL form will emerge.

Example 3.6. Again, I recall the minimal qubit model with a single bath

H = !A�
z
A + !S�

z
S|           {z           }

H0

+
1
p
⌧

g(��A�
+
S + �

+
A�
�

S )|               {z               }
V

, (3.41)

where I also introduced the interaction scaling beforehand, as it is usually done in this kind of

derivation.

The interaction V is composed of eigenoperators of A, for [�+A,HA] = �2!A�+A. According

to Eq. (3.40), we are left to work only the dissipative term D(⇢S ) = �TrA[V, [V, ⇢A ⌦ ⇢S ]]/2.

This double commutator can be rewritten as [V, [V, ⇢]] = �2V⇢V+ {V2, ⇢}, and we acquire some

wisdom computing

V
2 = g2(��A�

+
S + �

+
A�
�

S )(��A�
+
S + �

+
A�
�

S ) = g2(��A�
+
A�
+
S�
�

S + �
+
A�
�

A�
�

S�
+
S ), (3.42)

where I have used that �± are nilpotent. Note that, in computing the partial trace of V
2⇢, we

find Tr
⇣
�+A�

�

A⇢
th
A

⌘
= (1 + exp{2�A!A})�1 = �A and, similarly, Tr

⇣
��A�

+
A⇢

th
A

⌘
= 1 � �A. Hence, we

obtain

TrA{V
2, ⇢} = g2(1 � �A){�+S�

�

S , ⇢S } + g2�A{�
�

S�
+
S , ⇢S }. (3.43)

From hindsight, we can see that

TrA V⇢V = g2(1 � �A)��S⇢S�
+
S + g2�A�

+
S⇢S�

�

S , (3.44)

35



Collisional models

and, putting all together according to Eq. (3.40) we find

⇢̇ = �i[HS , ⇢S ] +D(⇢S ), (3.45)

whereD is a Lindblad dissipator given by

D(⇢S ) = g2
"
(1 � �A)

 
��S⇢S�

+
S �

1
2
{�+S�

�

S , ⇢S }

!
+ �A

 
�+S⇢S�

�

S �
1
2
{��S�

+
S , ⇢S }

!#
.

Thereof we conclude that, under appropriate assumptions, the short-time limit of a collisional

recovers a GKSL master equation, in accordance with pg. 14.

Beyond this example, it is also true that Eq. (3.40) can be always put in GKSL form. To do

that, the recipe is similar to the derivation in Section 2.3: decompose V in a set of orthogonal

system operators and then perform the partial trace with respect to the environment [2, 47].

3.4 What is a bath?

The choice of qubit models may raise questions about what kinds of quantum systems deserve

the title of a “bath”. Let me dedicate some considerations to this topic, in which I also put in

perspective the hypotheses behind our CM for the bath (see pg. 20). In what follows, I start by

paraphrasing a piece of heuristics, due to Landau [4].

Picture a closed classical system of s particles, described by the phase-space coordinates

(q, p) ⌘ (q1, ..., qs, p1, ..., ps). If there are just a few number of particles, one can easily write

and solve their equations of motion, provided their initial conditions. Although intrinsically

possible, the solution is not virtually achievable in the many-body case; even if one manages

to introduce an algorithm to solve the equations, she would still face the problem of knowing

all the initial coordinates. The tractability of the few body case can be traced back to the

amount of trivial symmetries, orbits, in the phase-space. Consider now the many-body scenario;

interactions turn increasingly complex with the system size and a subsystem tends to travel less

frequently through a given volume in the phase space �q�p. Consequently, it tends to access

more sites outside of �q�p, to the extent that it loses sight of its initial state. Lest the many-

body problem be solved, Landau advocates that the breakdown of these recurrences gives rise

to two new kinds of symmetries, but at the level of the statistics.

To reformulate the problem, he resorts to the existence of a macroscopic subsystem, but
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which is not closed since it is interacting with its vicinity. For concreteness, you can think about

s = 1024 particles that are divided in 1012 subsystems of 1012 particles. Such pieces interact

in a very complex manner with their surroundings; although solving their reduced dynamics

would require solving the global dynamic, if you observe the subsystem for a long time T , the

probability of finding it in �q�p can be formulated with respect to the time spent in such volume

�t as w = limT!1 �t/T and then generalized to the probability density %(q, p) by considering an

infinitesimal volume dqdp. Remarkably, the statistical ensemble % is independent of the initial

conditions. Any statistical average of a physical observable f (q, p) can then be computed once

% is known through h f i =
R

f (q, p)p(q, p)dpdq and this average must agree, by construction,

with the time average h f i = limT!1 T�1
R T

0 f (t)dt. The nature of such probabilities is extrinsic:

they quantify our ignorance. This ergotic regime underlies his definition of equilibrium; the

condition is established if you can find the observables of all those macroscopic subsystems to

have the same mean values, that is, the macroscopic properties of the subsystems to scale with

the number of subsystems.

At last, Landau introduces the notion of a system “closed” at the level of statistics. Let

us think through weak interactions; suppose that each subsystem is a delimited cube, whose

surface is interacting with the surrounding blocks. Then, imagine they are filled with 1012

(cubic) particles of unit volume; the ones at the surface represent ⇡ 0.06% of the total, hardly

influencing the bulk of the subsystem by weakly interacting with other subsystems. On these

grounds, Landau claims that such macroscopic subsystems are quasi-closed, that is, although

interacting with the neighbours a↵ects their deterministic trajectory, the probability distribution

of the subsystem remains unaltered to a good extent. Therefore, it is reasonable to assume that

each subsystem is statistically independent from the vicinity.

The two new kinds of “symmetries” indicated by Landau are built on the assumptions on

page 20 which concern the preparation of the thermal collisional bath. First, the thermalization

condition; it requires that the many-body system exhibits a degree of self-similarity, that is, a

scaling of the local mean quantities with the system size, as do our locally identical thermal

states. Second, the statistical independence condition; orignally introduced by Boltzmann’s7

Stosszahlansatz [77, 78], it translates to the CM as the factorization condition of the bath state.

Of course, in the case of quantum mechanics there are further considerations to be made.

A deterministic view of the phase-space is even less plausible. Due to Heisenberg’s principle,
7This name was coined by Paul Ehrenfest.
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S

Figure 3.7: Snapshot of a common picture of a bath: a many-body system endowed with ergod-
icity. In a limiting situation, only the particle closer to S is interacting at a fixed time. In the CM
picture, some common reasoning and approximations regarding a thermal bath are implemented
a priori.

there are no points in phase space and any subsystem is eligible to a statistical description,

namely a density matrix. Allowing for spin degrees of freedom, we can think of qubit models

as e↵ective descriptions in time of the spin degrees, while a sequence of scattering events8

happens in the background grid of space. As in Fig. 3.7, a finite target9 S selects only the

closest particle of the bath to interact with for a fixed time, after interacting we can consider

that the particle completely leaks out or bounces back to the bath to be re-thermalized.

Rather than constrain the applications of CMs, the discussion of Landau’s reasoning illus-

trates one way of thinking about the hypotheses that underlie thermal collisional baths. Yet,

if one wants to raise some of these requirements, repeated interactions are still suited and sim-

ple. Their primitive structure is that of a very general CPTP map and hence it has been used

to explore a wealth of applications in the quantum regime. For instance, instead of assuming

local equilibrium, the usage of CMs allows the investigation of coherent baths [33]. Further,

CMs are also useful in the realm of non-Markovianity [54, 55, 79], in which one can attain such

phenomenology by allowing ancillae to be correlated. Finally, CMs are just a way to implement

baths and often just a means to an end. The choice of such technique is much more related to the

theoretical clarity it can provide to thermodynamics, as we shall see in Chapter 4, than whether

a bath is a bunch of sequential collisions or not.

8For an in-depth discussion of thermalization through sequential scattering see [66].
9In scattering problems it is common to assume that the interaction range is rapidly decaying with distance.
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Chapter 4

Aspects of quantum thermodynamics

This chapter is concerned with a first conceptual background of Quantum Thermodynamics1.

Strictly, what is relevant for us is the concept of heat, work and their statistics. Yet, this split

of energy is intertwined with informational principles which underlie a central concept in ther-

modynamics: irreversibility. For this reason, I start the chapter with von Neumann’s maximum

entropy principle [6], whose informational content was advocated by Jaynes [7, 8]. Once the

connection of Gibbs states and information is established, I will discuss the derivation of a gen-

eralized form of entropy production [2, 80, 81]; such derivation will provide techniques and

ideas which are central to this dissertation, but it does not assume the environments to be in a

Gibbs state. Joining these two pieces, I recover the usual statement of the second law and dis-

cuss why this suggests a splitting of energy into heat and work. I discuss a few simple examples

using the CM framework of Chapter 3.

4.1 The maximum entropy principle

Following von Neumann [6], the so-called maximum entropy principle states that given a

Hamiltonian H, the state ⇢ which maximizes the von Neumann entropy S for a fixed average

energy Tr{H⇢} is a Gibbs state.

Consider the spectral representation of ⇢ and H, ⇢ =
P
⌫ p⌫ |⌫ih⌫| and H =

P
n n |nihn|, both

non-degenerate, for simplicity. Before I start, I argue that the maximum entropy state must

be diagonal in the energy eigenbasis, as sustained in [6]. By contradiction, suppose that ⇢ is

that state of maximum entropy with E = Tr{⇢H} fixed and, in general, has non-vanishing o↵-
1For a comprehensive reference of the field, see [13].
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diagonal elements in the energy eigenbasis; we can always establish a new ensemble �⇢ by

projectively measuring the energies2

�⇢ =
X

n

hn| ⇢ |ni |nihn| =
X

n⌫

p⌫| h⌫|ni |2 |nihn| . (4.1)

Certainly, �⇢ has the same average energy of ⇢ but if h⌫|ni , �⌫n, we have erased information

about ⇢ in measuring it in another basis. Intuitively, the entropy S must have increased. There-

fore, if ⇢ is the maximum entropy state for a fixed E it must be diagonal in the energy eigenbasis.

In [6] this is shown explicitly for a particular quantum gas, but this reasoning is confirmed by

considering the properties of coherence monotones discussed in Chapter 3, as follows. From

the property Crel(⇢) � 0 announced in pg. 28, we have that S (�⇢) � S (⇢) and therefore the

decohered version of ⇢ is always more or equally entropic than ⇢, with equality i↵ ⇢ = �⇢.

Thus, the maximally entropic state must be incoherent.

Now, let us find the exact structure of pn such that the state ⇢ =
P

n pn |nihn| maximizes S

under the constraints (i) E = Tr{H⇢} and (ii)
P

n pn = 1. This is framed as a Lagrange multiplier

problem, in which I aim to extremize S ��(
P

n pn�1)��(E�Tr(H⇢)) with Lagrange multipliers

�, �. We then find the extrema through

@

@pk

0
BBBBB@�

X

n

pn ln pn � �

0
BBBBB@
X

n

pn � 1
1
CCCCCA � �

0
BBBBB@
X

n

En pn � 1
1
CCCCCA

1
CCCCCA = 0, (4.2)

where I used that S (⇢) = �
P

n pn ln pn. Computing the derivatives we find that

ln pk = ��Ek � (� + 1). (4.3)

Solving for pk, we conclude

pk = Const. e��Ek , (4.4)

the constant is fixed by normalization giving 1/Z, with Z =
P

k e��Ek . The value of � can be

determined through theoretical considerations of a given system — for example, the theory of

a quantum gas — or through experiments, given the energy E. Moreover, the constant � is, at

our choice of units, the so-called inverse temperature of the system.
2This is the dephasing map considered in Subsection 3.2.5. It constitutes a CPTP map ⇤ whose Kraus compo-

nents are projectors {⇧n}n; see Section 2.4.
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Hence, we concluded that the maximum entropy state is the Gibbs state

⇢th =
e��H

Z
, (4.5)

in which Z = Tr
⇣
e��H

⌘
and the average energy can be recovered through �Z�1@�Z = hHi.

Moreover, F = �� ln Z is the equilibrium free energy.

The informational essence of this procedure is the search for the least biased guess of the

state of the system, provided scarce information about it [7, 8].

4.2 Irreversibility and generalized second laws

Although often called a theory of heat and work, thermodynamics can be regarded also as a

theory of irreversibility. Ultimately, one wants to understand how much heat can be converted

into work. As we will see, such work yield is hindered exactly by the amount of irreversibility of

a given process. In this section I discuss a generalized formulation of the entropy production [2,

81], the quantifier of irreversibility of a quantum mechanical process. Remarkably, it can be

formulated in purely information-theoretical terms, independent of the notions of heat and work.

Suppose there are two quantum systems, prepared in a product state ⇢ = ⇢E ⌦ ⇢S , whose

non-degenerate spectral representations are ⇢E =
P

a pa |aiha| and ⇢S =
P
⌫ p⌫ |⌫ih⌫|. The system

is initially measured, undergoes unitary evolution and then it is measured again. Then, we seek

to reverse the process and compare the probability distributions obtained for the forward and

backward trajectories.

For that sake, I introduce the two-point measurement (TPM) protocol [82]. In particular, I

perform measurements in both system and environment, the first measurement is at the begin-

ning according to the projector ⇧a⌫ ⌘ |a⌫iha⌫| and the second, after unitary evolution U, at an

arbitrary local basis ⇧⇤a0⌫0 = | a0�⌫0 ih a0�⌫0 |, schematically

⇢ = ⇢E ⌦ ⇢S
⇧a⌫
��! |a⌫iha⌫|

U

�! ⇢0
⇧⇤a0⌫0
���! | a0�⌫0 ih a0�⌫0 | , (4.6)

where ⇢0 = U⇢U
†. The probability associated to this process is given by the Born rule

P[�] = Tr
⇣
U
†⇧⇤a0⌫0U⇧a⌫⇢

⌘
= pa p⌫| h a0�⌫0 |U |a⌫i |2, (4.7)
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in which I introduced the trajectory notation � = (a, ⌫, a0, ⌫0). It is noteworthy that the last

factor of Eq. (4.7) satisfies all the requirements for a conditional probability | h a0�⌫0 |U |a⌫i |2 =

p(a0⌫0|ab) and we can see the Bayes’ rule P[�] = pa p⌫p(a0, ⌫0|a, ⌫).

We now have to reverse this procedure. Note that the unitary evolution is invertible UU
† =

UU
�1 = 1 and time reversal is equivalent to reversing the sign of time in U. Yet, the measure-

ment process is not.

Any quantum process is composed of two fundamental interventions: measurements and

unitary evolution [6]. Since the latter is reversible, measurements are the key to understand

irreversibility. In particular, depending on what information we can access, that is, what choice

we make about the basis | a0�⌫0 ih a0�⌫0 | we know more or less about the end of the process and,

hence, we can dispose of more information on how to reverse it.

I now make a choice of measurement scheme, to be justified once its implications are estab-

lished. Let the end-point measurement of the environment be made at the initial basis and for

the system I choose the end-point measurement at the basis in which ⇢0S = TrE{U(⇢E ⌦ ⇢S )U†}

is diagonal. That is, I assume ⇧⇤a0⌫0 = |a
0�⌫0 iha0�⌫0 | with ha0�⌫0 |a⌫i = �aa0 h�⌫0 |⌫i. In that man-

ner, I can only reverse the process based on the information acquired through it and then the

reverse process begins at ⇢̃ = ⇢E ⌦ ⇢0S
3. Starting from this state, I perform the reverse TPM.

Schematically

⇢̃ = ⇢E ⌦ ⇢
0

S

⇧⇤a0⌫0
���! |a0�⌫0 iha0�⌫0 |

U
†

��! ⇢̃0
⇧a⌫
��! |a⌫iha⌫| , (4.8)

whose associated probability is

P̃[�] = pa0 p⇤⌫0 | ha⌫|U
†
|a0�⌫0 i |2. (4.9)

To compare both processes, I introduce

�[�] ⌘ ln P[�] � ln P̃[�] = ln
P[�]
P̃[�]
. (4.10)

This quantity is so-called stochastic entropy production; it quantifies the mismatch between a

process and its reverse counterpart. Crucially, note that | ha⌫|U† |a0�⌫0 i |2 = | h a0�⌫0 |U |a⌫i |2 so
3In other words, the final state is the state produced by the CPTP map ⇢̃ = ⇤(⇢) whose Kraus components are

measurement operators M� ⌘ ⇧
⇤

a0⌫0U⇧a⌫
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that

�[�] = ln
pa p⌫
pa0 p⇤⌫0������*1

p(a0⌫0|a⌫)
p(a⌫|a0⌫0)

. (4.11)

We now perform the statistical average of this quantity ⌃ ⌘ E[�] =
P
� P[�] ln

⇣
P[�]/P̃[�]

⌘
.

⌃ =
X

�

(ln pa p⌫ � ln pa0 p⇤⌫0)pa p⌫| h a0�⌫0 |U |a⌫i |2 (4.12)

= Tr(⇢E⇢S ln ⇢E⇢S ) � Tr
�
⇢0 ln ⇢E⇢

0

S
�
, (4.13)

where ⇢0 = U(⇢E ⌦ ⇢S )U†, I used that ⇢0S =
P
⌫0 p⇤⌫0 |�⌫0 ih�⌫0 | and ⇢E =

P
a0 pa0 |a0iha0|. Employing

the definition of entropy (2.14) we can write

⌃ = �S (⇢0) + S (⇢0S ) � Tr ⇢0E ln ⇢E ± (S (⇢0E) + S (⇢0S )), (4.14)

Finally, this expression can be cast as

⌃ = I⇢0(S : E) + S (⇢0E ||⇢E), (4.15)

where I⇢0(S : E) = S (⇢0S ) + S (⇢0E) � S (⇢0) is the mutual information and S (⇢0E ||⇢E) the relative

entropy, both introduced in pg. 11. The first term quantifies the informational loss in performing

local measurements, i.e., the destruction of correlations of S E state. The second term quantifies

the change underwent by the environment, which we could not access due to our choice of

basis in E. This formula was first presented in [80] and the above derivation comes originally

from [81].

Let me discuss the meaning of our choice of basis. You can think, for example, that the

environment is a collisional model and at the end of the process we either discarded the ancilla

or it bounced back to the reservoir. In either case, information about the bath state would be hard

to track and that is why we perform a measurement in a basis which only requires knowledge

about the initial state. Performing the second measurement in the particular basis in which the

end-point state is diagonal implies prior knowledge of such basis and, in general, this is an

information we do not have about a bath. In practice, measuring in the end w.r.t. the initial

basis formalizes formalizes our ignorance about the bath or, equivalently, implements the bath

as a highly entropic entity.
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More generally, one can also allow the environment to be multipartite, say ⇢E = ⇢E1⌦...⌦⇢EN ;

in this case we have

⌃ = I⇢0s(S : E1 : ... : EN) +
X

i

S (⇢0Ei
||⇢Ei), (4.16)

where I⇢0s(S : E1 : ... : EN) = S (⇢0S ) +
P

i S (⇢0Ei
) � S (⇢0) [2].

The expression ⌃ in Eq. (4.15) is so-called a generalized second law of thermodynamics,

once one realizes that both terms can be written as relative entropies (see pg. 11) and therefore

are always positive

⌃ � 0, (4.17)

in which no mention was made to Gibbs states so far.

One may then find it peculiar that another choice of backward process could lead to a di↵er-

ent second law. This is indeed the case, and these possibilities are explored in [81]. However,

the specific choice I made is the one which treats the environments closer to a thermal bath and

is thus suitable to make contact with the usual formulations of the second law, as follows.

First, Eq. (4.15) can be written in another form [2], which emphasizes the splitting between

system and environment quantities. For this sake, I explicitly write Eq. (4.15) as

⌃ = S (⇢0S ) + S (⇢0E) � S (⇢0) + Tr
�
⇢0E[ln ⇢0E � ln ⇢E]

�
(4.18)

= S (⇢0S ) � S (⇢S ) � S (⇢E) � Tr
�
⇢0E ln ⇢E

�
, (4.19)

where I have considered that S (⇢0) = S (⇢ = ⇢E ⌦ ⇢S ). Then, we can recognize that

⌃ = �S S � Tr
�
(⇢0E � ⇢E) ln ⇢E

 
|                 {z                 }

�

, (4.20)

where �S S = S (⇢0S ) � S (⇢S ) and � is so-called entropy flux. At last, if we introduce the Gibbs

state for the environment, we find that the last term writes

⌃ = �S S + �Tr
�
HE(⇢0E � ⇢E)

 
, (4.21)

where HE is the local Hamiltonian of the environment. Assuming that the environment is at a
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maximum entropy state thus renders a special way of entropy flux, proportional to the energy

change in the environment. This motivates our definition of heat4

QE ⌘ Tr
�
HE(⇢0E � ⇢E)

�
, (4.22)

the energy change in the environment. Therefore we can write the second law in the form

⌃ = �S S + �QE � 0. (4.23)

Notably, Gibbs states are a rather special in the sense that they define an entropy flux directly

proportional to the energy flux � = �Tr
n
HE(⇢0E � ⇢E)

o
. However, the derivation of Eq. (4.15)

suggests that there are other ways to implement our ignorance about the environment and if one

adopts our definition of heat with more information about the environment she could have an

entropic flux which is not proportional to the energy flux in to the environment.

Equation 4.23 also generalizes to multiple environments [2]. For example, in the case of

two environments

⌃ = �S S + �AQA + �BQB. (4.24)

4.3 The first law and various statements of the second law

I establish now the first law in the context of CMs [29, 30]. One should keep in mind that the

reasoning here applied for a single collision is indeed valid for a generic interaction between a

system of interest, that is, beyond the CM picture. Starting with a single bath the Hamiltonian

reads

H(t) = HS (t) + HA + V, (4.25)

and then U = T>e�i
R ⌧

0 dtH(t), in which I consider a time dependent HS to account for an external

drive. The heat in a single collision is given by

QA ⌘ Tr
�
HA(⇢0A � ⇢A)

 
, (4.26)

4Note that I define heat as positive (negative) if the environment has gained (lost) energy.

45



Aspects of quantum thermodynamics

where ⇢0A = TrS {U(⇢A ⌦ ⇢S )U†} and ⇢A = ⇢th
A . Equivalently, heat can be cast in Heisenberg’s

picture considering the global dynamics

QA = Tr
�
(H0A � HA)⇢

 
, (4.27)

where H
0

A = U
†
HAU.

I now define the internal energy variation of the system in a similar fashion

�U ⌘ Tr{(HS (⌧)⇢0 � HS⇢}, (4.28)

in which I consider the system Hamiltonian’s time dependence evaluated at time zero and ⌧,

HS = HS (0) and HS (⌧) respectively. Equivalently, in Heisenberg’s picture

�U ⌘ Tr
�
(H0S � HS )⇢

 
, (4.29)

with H
0

S = U
†
HS (0)U. Consider now, in Schrödinger picture, that

d
dt

Tr{H(t)⇢(t)} =
⇠⇠⇠⇠⇠⇠⇠⇠⇠:0
Tr

(
H(t)

d
dt
⇢(t)

)
+ Tr{@tHS (t)⇢(t)}, (4.30)

where the cancellation comes from von Neumann’s equation. That is, since the system is closed,

the only average energy variation is due to the time dependence of H. Integrating over the

collision duration, we have that

Tr{HA(⇢0 � ⇢)} + Tr{HS (⌧)⇢0 � HS⇢)} =
Z ⌧

0
dt Tr{@tH(t)⇢(t)} � Tr

�
V(⇢0 � ⇢)

�
. (4.31)

Identifying heat, Eq. (4.26), and internal energy, Eq. (4.28), we find

QA + �U =W, (4.32)

in which work is attributed precisely to their mismatchW ⌘
R ⌧

0 dt Tr{@tH(t)⇢(t)} + hV � V(⌧)i.

Whenever W > 0, work has been injected into the system and when W < 0 work has been

extracted from it.

There are two sources of work in the first law, Eq. (4.32); the interactionWsw = hV � V(⌧)i,

usually referred as the work needed to switch the interaction or drag the ancillae along the
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system and another due to an external agent driving the system Wext =
R ⌧

0 dt Tr(@tHS (t)⇢(t)).

Beyond their simplicity, CMs are useful in the derivation of LMEs also because they are able

to spot the switching work and establish the correct energy balance, rendering the derivation

consistent with thermodynamics [30]. The regime in which Wsw = 0 is usually associated

to weak coupling, and the condition [HA + HS ,U] = 0 can be seen as a way to implement

weak coupling a priori [76]. Although a lot of applications in thermodynamics concentrate in

the work Wext, in this dissertation I will mostly assume time independent Hamiltonians and

therefore this term vanishes, while Wsw will be considered and mostly referred as just W. I

will set H time independent henceforth, unless mentioned.

Equation (4.32) can be combined with (4.24) giving

�S S � �(�U �W) � 0. (4.33)

which, through dividing by � and introducing the non-equilibrium free energy F = Tr(HS⇢S ) �

TS (⇢S ) gives another common form of the second law

⌃ = �(W � �F ) � 0, (4.34)

where �F = F (⇢0S ) � F (⇢S ).

In the case of multiple environments, one only needs to add more heats to upgrade the first

law. For N thermal environments (in a single collision), we have that

NX

i

Qi + �U =W. (4.35)

At the steady-state ⇢0S = ⇢S and therefrom �U = 0 = �S S . For instance, in the two-bath case, a

steady conversion of heat into work is established as

QA + QB =W. (4.36)

This setup embodies the simplest autonomous heat engine, as depicted in Fig. 4.1.

Now, we can substitute the Eq. (4.36) in the second law in the form of Eq. (4.24) and we
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SA B

W

QA QB

Figure 4.1: An autonomous heat engine exchanges heat with two reservoirs and outputs work
at the same time, contrasting with stroke-based engines commonly studied in thermodynamics.
Such engines operate in a steady-state, usually out of equilibrium. Heat flow is converted to
extracted work (W < 0). Conversely, injecting work (W > 0) can lead to refrigeration.

obtain

⌃ = �AQA + �B(W � QA), (4.37)

In the absence of work, this leads to Clausius’ statement of the Second Law: In the absence of

work, heat flows from hot to cold,

 
1

TA
�

1
TB

!
QA  0. (4.38)

In the presence of work, Eq. (4.37) can be cast as

W =
�B � �B

�B
QA +

1
�B
⌃. (4.39)

For concreteness, let me fix �B � �A, that is, A is the hot bath. In this manner, we can talk

about the e�ciency ⌘ =W/QA, thus

⌘ = 1 �
TB

TA
+ TB

⌃

QA
. (4.40)

According to my sign conventions, the hot bath A has negative QA whenever it provides heat

to the system. In this manner, we see that the entropy production ⌃ � 0 is detrimental to the

Carnot e�ciency ⌘Carnot = 1 � TB/TA. This amounts to Carnot’s statement of the second law:

no engine can supersede Carnot’s e�ciency

⌘  ⌘Carnot. (4.41)
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Figure 4.2: Thermodynamics of a minimal non-equilibrium incoherent system. The parameters
are set !A = !S = g = ⌧ = 1 , �A = 0.4, �B = ln(9)/2 and �B = �B = (1 + e2�B!B)�1. (a)
The interplay between heat and work in the steady-state; the system outputs work only when
!B < 1, further QA  0 and QB � 0. (b) The e�ciency of the machine is always upper bounded
by the Carnot limit and deviates linearly from it. (c) Entropy production and its split in entropic
fluxes to A and B. (d) The split of entropy production in the form 4.2.

Again, the awareness of the hypothesis underlying the bath is paramount in understanding

why entropy production constrains e�ciency. Think, for concreteness, of a single ancillary

qubit in a thermal state within the CM framework ⇢A = diag{�A, 1 � �A}. The less we know

about in what energy eigenstate the system is, the worst it is to use the energy of the ensemble

to perform a specific task. Naturally, such ignorance must somehow restrict the amount of work

yielded when using this unit as a an energetic resource.

Example 4.1 (Qubit incoherent engine). Let me study the thermodynamics of the qubit model

of Example 3.3, in its steady-state. I fix !A = !S = g = 1 and the population �A = 0.4. I study

the model varying !B, while holding �B = ln(9)/25 fixed and therefore �B = (1 + e2�B!B)�1. At

Fig. 4.2 (a) we see the actual behaviour of the steady-state as an engine; the heat flows from
5This choice of temperature is such that, at !B = 1, �B = 0.1 .
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hot A to cold B, so that QA  0 and QB � 0 and whenever the ancillae B have smaller gaps

than the system’s gap !B < 1 there’s work being extractedW  0 . In the contrary, the system

consumes work to maintain the transportW � 0.

Complementary, we can see at Fig. 4.2 (b) that Carnot’s e�ciency is reached only for !B =

0, although at this point ⌃ > 0 as can be seen from Fig. 4.2 (c). The reason is that at !B = 0

we have TB = 0. In any other scenario we do not expect Carnot’s e�ciency to be reached, since

there is always entropy production according to my parameter choices.

On the one hand, Fig. 4.2 (c) depicts ⌃ split in entropy fluxes. Comparing it with (a) we

note that the shape of the cold (blue) heat curve and its corresponding entropic flux are closely

related (�B ⇡ 1.1), as they should for maximum entropy states. The same can be seen for the

hot bath (orange), considering the prominence of the proportionality constant (�A ⇡ 0.2). On

the other hand Fig. 4.2 (d) witnesses the prominent role of global correlations (pink) in entropy

production. Moreover, the entropic distances in (d) highlight that cold environments (blue) are

much more sensible to the interaction with the system, while the hot one (orange) deviates much

less with regards to its equilibrium state.

Now, let us look at an example which, as we saw in Chapter 3, involves a coherent steady-

state.

Figure 4.3: Thermodynamics of a minimal non-equilibrium incoherent system. The parameters
are set !A = !B = !S = g = ⌧ = 1 , �A = 0.4 and �B = 0.1. (a) The average behaviour
of heat is such that QA < 0 and QB > 0; yet in this case W > 0 coherence thus consumes
energy to establish a heat flow. (b) The e�ciency is always far from Carnot and worsens as
more coherence is introduced |h| > 0. (c) Correspondingly, entropy production is always high
and bigger for bigger |h|.

Example 4.2 (Qubit coherent engine). I now work with the same Hamiltonian of Example 3.5,

setting !A = !B = !S = g = ⌧ = 1 , �A = 0.4 and �B = 0.1. Keep in mind the behaviour of

coherence according to h, as depicted in Fig. 3.6 from the previous the Chapter.
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The most important aspect of this simple system, according to Fig. 4.3 (a), is that coherence

is always consuming work to allow heat to flow. This indicates that, in this setup, it leads

to a bad quantum engine. Further, Fig. 4.3 (b) and (c) corroborate with this qualification; in

(b) we see that e�ciency is far from Carnot, and quadratically far as |h| increases — should

you compare it with Fig. 4.2 (b), you will see that the analogous relation is linear and Carnot

e�ciency is close for low temperature. In (c) we moreover see that entropy production is always

high, gets higher as |h| increases and is always above that of Fig. 4.2 (c).

Manipulation of quantum coherence is a primeval urge of Quantum Thermodynamics and

although the previous example is useful as an illustration of the formalism, it is not a practical

device. We shall go back to minimal qubit models often, but in Chapter 5 I will introduce an

actual engine.

4.4 Thermodynamics in the LME limit

Since the discussion of the last sections was oriented towards finite time processes, I com-

plement the general thermodynamic formalism by accounting for the limit of instantaneous

processes.

Consider CMs in the limit of LMEs (see Section 3.3). For simplicity, I assume here the

interaction between system and ancilla to be of the formV = ⌧�1/2
V with

V = g(A†S + AS
†), (4.42)

where [A,HA] = �!AHA (eigenoperators [30]). I now introduce the instantaneous state variation

of a single thermal ancilla A

⇢̇A = �i lim
⌧!0

1
p
⌧

[sA† + sA, ⇢A] � i[HA, ⇢A] +D(⇢A), (4.43)

where s ⌘ g Tr(S⇢S ) and D̄(⇢A) = �(1/2) TrS [V, [V, ⇢]] 6. Despite the divergence, this expres-

sion can be used to define heat rates, since the divergent term will not contribute. This can be

seen by considering the definition of heat in Eq. (4.26), diving it by ⌧ and taking the limit

Q̇A = Tr(HA⇢̇A) = Tr(HAD(⇢A)), (4.44)

6The upper bar-hat in D̄ distinguishes the ancillae disspator from the system dissipatorD
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where I have considered Tr([HA, ⇢A]) = 0, since ⇢A = ⇢th
A the trace gives Tr(A⇢A) = 0 and the

total system was initialized in ⇢ = ⇢th
A ⌦ ⇢S .

We can now establish the first law at the level of rates, identifying the terms in Eq. (4.30),

dividing by ⌧ and taking ⌧! 0 we find

Q̇A + U̇ = Ẇ, (4.45)

with U̇ = d/dt Tr(HS (t)⇢S (t)) and Ẇ = Tr(@tHS (t)⇢S (t))�Tr(V⇢̇(t)), in which ⇢̇S is given by the

LME for ⇢S (t), as in Eq. (3.40), and ⇢̇ by the global unitary dynamics. The work rate associated

to the interaction can be also written as [30]

Ẇsw =
1
2

Tr([V, [V,HA + HS ]]⇢), (4.46)

from which it becomes transparent the relation between [V,H0, ] = [U,H0]7 andWsw.

Strict energy conservation guarantees that the energy which leaves the system is exactly the

energy which enters the environments. Therefore, at the steady-state ⇢⇤S we can compute heats

directly from the system dissipators

Q̇X = �Tr(HSDX(⇢S )), X = A, B,C, (4.47)

where the minus sign is placed to convey with my definition of positive heat as energy absorbed

by the bath. However, should [H0,V] , 0, this approach would lead to thermodynamic incon-

sistencies, since the switching work is not properly book-kept [30]. Still, in the particular case

that the system Hamiltonian can be decomposed as HS = H
0
S + G, with [HA + H

0
S ,V] = 0 the

inconsistencies can be resolved by setting [2]

Q̇A = �Tr
⇣
H

0
SDA(⇢S )

⌘
, (4.48)

Ẇ = �Tr(GDA(⇢S )). (4.49)

(4.50)

7Remember, from Chapter 3, that this equality holds for time-independent total Hamiltonians H
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In the case of multiple baths, say A, B, we would have

Q̇A = �Tr
⇣
H

0
SDA(⇢S )

⌘
, (4.51)

Q̇B = �Tr
⇣
H

0
SDB(⇢S )

⌘
, (4.52)

Ẇ = �Tr(G[DA(⇢S ) +DB(⇢S )]). (4.53)

Entropy production can also be given a rate version. In particular, consider Eq. (4.24), from

which

⇧ = Ṡ S + �AQ̇A + �BQ̇B, (4.54)

where ⇧ = ⌃̇ is the entropy production rate and the entropy variation of the system can be found

through second order perturbation theory (see [33], for instance).
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Chapter 5

The heat engine of Scovil and

Schulz-DuBois

Quantum mechanics was born to explain phenomena in the atomic scale and, at the time of

its conception, nobody expected that experimental finesse would reach nowadays’ single atom

precision. Still, in the mid 20th century a series of technologies based on quantum mechanical

descriptions of matter were developed; in particular, the precursor of the laser, the so-called

maser.

The acronym “maser” stands for microwave amplification by stimulated emission of radia-

tion, and its inception is directly related to the manipulation of quantum states in the molecular

scale. A simple example of such device is the ammonia maser [83]. Composed of three hydro-

gens and one nitrogen (NH3), the molecule is structured in pyramid shape, with three hydrogens

in the basis and it can be considered rotating around its tip, where the nitrogen atom lies (see

Fig 5.1 (a) ). In this configuration, there are two possible states of rotation of the molecule

(|1i , |2i), which span the energy eigenstates of the molecule (|Ii , |IIi). A beam of a NH3 gas,

containing energy eigenstates, can be spatially separated; by passing it through a fast oscillating

electric field (see Fig. 5.1 (b)), the excited states (II) are re-directed to another cavity, in which a

time-dependent electric field is tuned close to resonance with the ammonia states. If the cavity’s

geometry is properly adjusted, most of the output molecules will now be in the ground state,

having emitted microwave radiation inside the second cavity. Its experimental realization, by

Townes, Basov and Prokhorov, culminated in the Nobel Prize of 1964.

The development of small scale devices yet demanded laws to comprehend their e�ciency

and, further, predict how thermal ensembles, ubiquitous in Nature, could be exploited. In 1959,
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(a)
(b)

Figure 5.1: (a) Two states of rotation of the ammonia molecule. Diagram taken from [83] (b)
A beam of ammonia gas is passed through a first cavity, subjected to a fast oscillating field
which selects excited states (I) . The excited beam interacts with a second cavity, with a time
dependent electric field tuned to induce the transition I$II. Taken from [83].

H. E. D. Scovil and E. O. Schulz-DuBois published a note in Physical Review Letters [32]; in

this short document, they remark that a three-level maser could be understood as a heat engine,

constrained by Carnot’s e�ciency. Di↵erent from the ammonia maser, in which one has to use a

Stern-Gerlach apparatus to filter states which do not emit, their model was capable of operating

with a noisy source of energy (heat bath). Furthermore, their thermodynamic analysis of this

system singled out the possibility of reversing its operation to achieve refrigeration.

The Scovil and Schulz-DuBois (SSDB) model is considered one of the landmarks of Quan-

tum Thermodynamics and has been largely revisited in recent years [84–92]. In this section, I

present the model in fair detail, starting from a quasi-equilibrium analysis, as done originally

by Scovil and Schulz-DuBois and then applying the theory of CMs to establish its open sys-

tem dynamics. In this manner, I discuss the di↵erent regimes of operation of this machine and

motivate the emergence of quantum coherence in this setup. Variations of this model will be

used as prototypical applications of the framework developed in this dissertation, presented in

Chapters 7, and 9. Finally, at the end of the Chapter, I discuss other approaches to this system

found in the literature of quantum optics and pinpoint the relations with the CM framework.
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5.1 Quasi-equilibrium analysis

|3i

|2i

|1i

!3
�!

!2
A B

QA
QB

Figure 5.2: SSDB amplifier. The bath frequencies are filtered such that A can only exchange
±!3 quanta with the system and B only ±!2. According to SSDB’s argument, if we wait long
enough each bath would thermalize with the gap they interact with, leading to vanishing heat in
this limit.

Consider a three-level system as in Fig. 5.2, whose levels are described in the basis {|ii}i=1,2,3.

The gap 1 $ 3 is set as !3, that of gap 1 $ 2 as !2 and thus the gap 2 $ 3 is �! = !3 � !2.

This system is connected to two thermal baths, one hot (A) and one cold (B), which couple to

the gaps 1 $ 3 and 1 $ 2 respectively 1. Following [32, 89], I assume there is a filter for the

frequencies of each bath; the bath A only allows the exchange of energies ±!3 and, similarly, B

only allows the exchange of ±!2. I refer to this assumption as filtering condition henceforth. As

I will show in Section 5.2, this condition can be implemented using resonant collisional models.

I now look at the populations of each level, namely pi, considering the coupling to each

bath individually. The bath A is supposed to thermalize with the gap between 1 $ 3, setting

p3/p1 = e��A!3 and similarly for B, p2/p1 = e��B!2 . This type of approach, designated quasi-

equilibrium, bypasses the need to explicitly include thermalization dynamics, hugely simplify-

ing the description. If we want this system to perform as an engine — in particular, producing a

masing output — the baths must lead to population inversion in the remaining gap, p3/p2 � 1.

In practice, a negative e↵ective temperature is pursued. Accordingly, I write

p3

p2
=

p3

p1

p1

p2
=

e��A!3

e��B!2
= exp

8>>>>>><
>>>>>>:
�B!3

0
BBBBBBBBBBBBBB@
1 �

�A

�B| {z }
⌘Carnot

�
�!

!3

1
CCCCCCCCCCCCCCA

9>>>>>>=
>>>>>>;
, (5.1)

where we identify Carnot’s e�ciency and moreover ⌘M ⌘ �!/!3 as the maser’s e�ciency.

That is, the gap size of the remaining transition �! relative to the gap size of the hot bath !3

1In the original work of SSDB [32], the convention is slightly di↵erent but does not change the phenomenology.
Our convention is based on recent works [86, 89].
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quantifies the potential output relative to the heat input. Therefore, the masing condition is

⌘M  ⌘Carnot. (5.2)

Devoid of any dynamics, this simple reasoning predicts that if one manages to thermalize

specific transitions of such three level system, the remaining transition is prone to emit. Of

course, the actual emission relies on a coupling to a background field, which, in practice, can

be assumed to embed the setup.

Conversely, this engine can be reversed, to operate as a refrigerator. Suppose that instead of

emitting, we allow the masing transition to absorb quanta, i.e., we pump the transition between

1 and 2 with photons. In this case, such sustained input would lead to refrigeration (bath A heats

up and B cools downs), that is, the hot bath heats up and the cold bath cools down.

The above phenomenological discussion is insightful when it comes to applications and

preceded techniques such as laser cooling. Yet, it leaves a lot of questions unanswered, such

as: is the desired state which produces this e↵ect physically achievable? How? That is, what

dynamics leads to masing/refrigeration? We shall now focus on formulating the dynamics of

this machine with regards to these questions.

5.2 Collisional model for the three-level maser

In this subsection I develop the dynamical description of the SSDB engine in terms of the CM.

To the best of my knowledge, this particular description of the model is an original contribution

of this dissertation.

To establish a heat engine based on SSDB’s quasi-equilibrium analysis, I start with the

system’s Hamiltonian

HS = E3 |3ih3| + E2 |2ih2| + E1 |1ih1| . (5.3)

For simplicity I set once and for all E1 = 0 and thus !2 = E2 , !3 = E3 and �! = !3 � !2 and

we can then write

HS = !3 |3ih3| + !2 |2ih2| . (5.4)
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I also define associated ladder operators

A = |1ih3| , A
† = |3ih1| ,B = |1ih2| , B

† = |2ih1| , (5.5)

C = |2ih3| , C
† = |3ih2| , (5.6)

and a set of x, y components plus the projectors in each level

Xx = X + X
†, (5.7)

Xy = i(X � X
†), (5.8)

N1 = |1ih1| = BB
† = AA

†, (5.9)

N2 = |2ih2| = CC
† = B

†
B, (5.10)

N3 = |3ih3| = A
†
A = C

†
C, (5.11)

where X = A,B,C. Although inspired by the Pauli algebra these operators do not satisfy the

properties of a Lie algebra (see Appendix B.1 for their algebraic properties).

Now, for the thermal baths, I define two sets of ancillae labeled A and B, associated to the

baths as in Fig. 5.2, at thermal states ⇢X = e��XHX/ZX and

HX =
!X

2
�z

X, (5.12)

where X = A, B.

For the interaction, it is clear from the quasi-equilibrium analysis that we need a bath A to

couple with the gap 1 $ 3 and the bath B with 1 $ 2 and also that we do not want the baths

to interact with each other, so that V = VA + VB. Yet, the precise form of the potential which

attain the desired phenomenology of an engine or refrigerator is unclear and we shall then start

by a substantially general one. In spin chains, it is common to consider the XY interaction [93],

given by

VXY =

NX

i=1

1 + ⌘
2

�x
i�

x
i+1 +

1 � ⌘
2

�y
i�

y
i+1, (5.13)

which generalizes the transverse field ising model (TFIM), ⌘ = 1, and the XX Hamiltonian

⌘ = 0 for a chain of N sites. Inspired by this quite general interaction structure, I start by
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considering the interactions of the form

VX = gX

 
1 + ⌘

2
�x

XXx +
1 � ⌘

2
�x

yXy

!
,X = A,B , X = A, B. (5.14)

We then have that

H = H0 + V, (5.15)

H0 =
!A

2
�z

A +
!B

2
�z

B + !3N3 + !2N2, (5.16)

V =
1 + ⌘

2
�
gA�

x
AAx + gB�

x
BBx

�
+

1 � ⌘
2

⇣
gA�

y
AAy + gB�

y
BBy

⌘
. (5.17)

To understand the energetic balance of such system, it is illuminating to compute the com-

mutator (see Appendix B.2 for details)

[H0,V] = igA

" 
!3

1 + ⌘
2
� !A

1 � ⌘
2

!
�x

AAy �

 
!3

1 � ⌘
2
� !A

1 + ⌘
2

!
�y

AAx

#
(5.18)

+ igB

" 
!2

1 + ⌘
2
� !B

1 � ⌘
2

!
�x

BBy �

 
!2

1 � ⌘
2
� !B

1 + ⌘
2

!
�y

BBx

#
.

Setting ⌘ = 0 (XX), the resonance condition is such that !A = !3 and !B = !3 � !2, in

which case the interaction does not inject or extract work. It is indeed true that this is the only

conservative case. To see this, it su�ces to solve for the coe�cients

!3(1 + ⌘) = !A(1 � ⌘), (5.19)

!3(1 � ⌘) = !A(1 � ⌘), (5.20)

which requires that

(1 � ⌘)2 = (1 + ⌘)2, (5.21)

whose only solution is ⌘ = 0. The filtering condition suggested by SSDB’s quasi-equilibrium

analysis is translated here as the resonance condition !A = !3 and !B = !3 � !2. Equa-

tion (5.19) also implies that, on resonance, any interaction with ⌘ , 0 may lead toW , 0 once

[H0,V] , 0 implies that V is not conserved andW = hV � V(t)i, as discussed in Section 4.3.
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Figure 5.3: SSDB’s heat engine, with �A = 0.4, �B = 0.1, gA = gB = ⌧ = !B = !2 = 1 and !3 =

2. (a) The machine’s operation, for ⌘ = 0 we see that indeed no current flows and work is zero,
otherwise the interaction demands energy and ends up heating up both baths. (b) The e↵ective
temperature associated to each system gap (T2,1 = !2(ln p2/p1)�1,T3,1 = !3(ln p3/p1)�1,T3,2 =

(!3�!2)(ln p3/p2)�1). The dashed lines represent the bath temperatures. We observe population
inversion (T3,2 < 0) for every value ⌘ 2 (�1, 1) and it diverges before changing sign, at ⌘ =
�1, 1.

What is still non-obvious from the above is whether such work can be extracted (W < 0) or

not, in which case I resort to Fig. 5.3 (a). In it, I set �A = 0.4, �B = 0.1 , g = ⌧ = !B = !2 = 1

and !A = !3 = 2 . We can see that for any choice of ⌘ the system consumes work to maintain

its steady-state operation, except for ⌘ = 0.

Still for the same setup, Fig. 5.3 (b) shows the e↵ective temperature associated to each sys-

tem gap (T2,1 = !2(ln p2/p1)�1,T3,1 = !3(ln p3/p1)�1,T3,2 = (!3 � !2)(ln p3/p2)�1) as solid

lines and, to check SSDB’s quasi-equilibrium argument, dashed lines indicate the baths’ tem-

peratures. In accordance with SSDB’s inspection, the system’s levels which are coupled to the

baths act as locally thermal, with always positive temperature while T3,2 is inverted between

⌘ = �1 and ⌘ = 1. However, they are not always perfectly thermalized with the environments

as assumed in the original paper [32]; the only case whenW = 0 = QA = QB = 0 (Fig. 5.3

(a)) is for ⌘ = 0 which coincides with the point in (b) where dashed lines meet solid lines.

Remarkably, this shows that SSDB’s static argument is much more than a phenomenological

approximation: it is an ansatz for the steady-state precisely when [H0,U] = 0. Now that I have

discussed the role of ⌘, I will fix ⌘ = 0 henceforth. That is

VX =
gX

2

⇣
�x

XXx + �
y
yXX

⌘
= gX(��XX

† + �+XX), X = A,B X = A, B. (5.22)

Let me also elaborate on what I referred to as an steady-state ansatz. Consider again the

60



The heat engine of Scovil and Schulz-DuBois

local Hamiltonian given by Eq. (5.16) and two thermal ancillae states ⇢th
X = e��XHX/ZX, X = A, B.

They interact with the system through the interactions in Eq. (5.22), giving rise to

E(⇢S ) = TrAB{U(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )U†}, (5.23)

where U = e�i⌧H and H = H0 + V. Now, I define a candidate for steady-state based on SSDB’s

argument; this can be summarized by solving for p1 the following equations

p1 + p2 + p3 = 1, (5.24)

p3 = e��A!3 p1, (5.25)

p2 = e��B!2 p1, (5.26)

where I set pi ⌘ hi| ⇢S |ii. Under these conditions we find

⇢S =
1

e��A!3 + e��B!2 + 1

0
BBBBBBBBBBBBBBB@

1 0 0

0 e��B!2 0

0 0 e��A!3

1
CCCCCCCCCCCCCCCA
, (5.27)

where I have also used the fact that under strict energy conservation the steady-state is incoher-

ent, and thus any candidate too. Since we have [H0,V] = 0,

E(⇢S ) = e�i⌧!HS TrAB{e�i⌧V(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )e+i⌧V

}e+i⌧!HS , (5.28)

where, for resonance, I set !A = !B = !S = !. Each term in Eq. (5.28) can be solved analyti-

cally for ⌧, gA, gB arbitrary, even though the expressions are cumbersome. Direct substitution of

the candidate in Eq. (5.27) inside Eq. (5.28) shows that this state is indeed invariant, E(⇢S ) = ⇢S .

Surprisingly, this is true for any ⌧ and any coupling strengths gA, gB, which can be checked using

Mathematica.

5.3 The role of photons: refrigeration and amplification

In this Section, I insert the SSDB amplifier studied in the last Section in an optical cavity. I will

show how this leads to the creation of photons in the cavity, and, conversely, that if we initialize

the cavity with a thermal ensemble we can consume it to achieve refrigeration in the case that
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the cavity’s temperature is higher than the hot bath’s temperature. Moreover, I show that we

need a coherent SS in the amplifier to achieve a coherent ensemble of light in the cavity, i.e.,

actual maser light.

The complete maser is constituted by the three-level system and a cavity. I now include

an optical cavity, with mode !C, which will prepare an ensemble of photons. The complete

scenario can be visualized in Fig. 5.4.

!C
�!

Figure 5.4: Physical implementation of the SSDB engine. The three-level engine is capable of
emitting quanta to the cavity with frequency �! = !3 �!2, if we tune the cavity to be resonant
with that frequency the photons will be trapped inside it and the photon population will increase
as heat flows through the atom. Eventually, the photons trapped inside the cavity can be leaked
out by letting one of the mirrors be semi-transparent. Moreover, if we consider a high enough
cavity temperature we can revert the operation of this engine, injecting quanta through the gap
2$ 3 and forcing heat to flow from the hot (orange) bath to the cold (blue) bath.

The cavity will be considered a stream of Gibbs states ⇢th
C =

e��CHC

ZC
, with a local Hamiltonian

HC = !Ca†a, (5.29)

hence accounting for a possibly non-zero temperature inside the cavity. This description is

in accordance with [94], in which a complete picture of quantum optics was built in the CM

framework, by discretizing the electromagnetic field in times-bins; in this view, thermal radia-

tion fields reduce to streams of bosonic Gibbs states. For simplicity, I will assume resonance

conditions !A = !3 and !B = !2. At a first moment, I will look at the LME limit of the

collisional model, once it is simpler to build thermodynamic insight on these grounds. The

interaction with the cavity will also be an XX interaction, which I write in the form

VC = gc(a†C + aC
†), (5.30)
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analogous to the Jaynes-Cummings interaction.

You can expect from our discussion of the interaction that the resonance condition with

the cavity is that !C = �! and, thus, it will be fixed in that manner, I refer to B.2 for detailed

calculations on the strict energy conservation. Under these conditions, we thus have [H0,V] = 0,

where now V = VA + VB + VC. Re-scaling the interaction, V ! ⌧�1/2
V, and initializing the

evolution with ⇢ = ⇢th
A ⌦ ⇢

th
B ⌦ ⇢

th
C ⌦ ⇢S , I consider the ⌧ << 1 expansion of �⇢ ⌘ U⇢U

†
� ⇢ which

gives

�⇢ = �i⌧[H0 + ⌧
�1/2

V, ⇢] �
⌧

2
[V, [V, ⇢]], (5.31)

where H0 = HA + HB + HC taking the trace w.r.t. A, B,C, since the environments are thermal,

the divergence vanishes. The open system dynamics of S is then described by

⇢̇S = �i⌧[HS , ⇢S ] �
1
2

TrABC([V, [V, ⇢]]). (5.32)

The calculation of the dissipative terms is not particularly illuminating and thus left to the

appendix B.3; it renders the GKSL form

⇢̇S = �i[HS , ⇢S ] +DA(⇢S ) +DB(⇢S ) +DC(⇢S ), (5.33)

DA(⇢S ) = �A(1 � �A)L[A] + �A�AL[A†], (5.34)

DB(⇢S ) = �B(1 � �B)L[B] + �B�BL[B†], (5.35)

DC(⇢S ) = �C(n̄ + 1)L[C] + �Cn̄L[C†], (5.36)

where L[X] ⌘ X⇢S X
†
� 1/2{X†X, ⇢S }, �X is the excited population of qubit X = A, B and

n̄ = (e�C!C � 1)�1 is the Bose occupation of the cavity. Moreover, I set �X = g2
X, X = A, B,C.

Since [H0,V] = 0 and the system is not driven externally, we have

U̇ = Q̇A + QB + QC, (5.37)

and, in the steady-state

Q̇C = �(Q̇A + Q̇B). (5.38)

The condition for creating photons in the cavity is that Q̇C > 0 and the condition for refrigeration
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is that Q̇B < 0.

The refrigeration regime can now be spotted through a quasi-equilibrium analysis too. Fol-

lowing [89], suppose that the coupling to the cold bath is small, �B ⇡ 0. Then, we pretend the

gaps are thermalized with the hot and cavity gaps, so that we can write

p2

p1
=

p3 p2

p1 p3
= e��A!A��C!C ⌘ e��⌫!B , (5.39)

which defines an e↵ective temperature to the gap weakly coupled to the cold bath

T⌫ = �
�1
⌫ =

!2

�A!3 � �C(!3 � !2)
. (5.40)

To make heat flow from the cold bath to the system, we just need then to assure that this

e↵ective temperature is colder than the cold bath’s temperature. It is a matter of choosing the

parameter region correctly. The original SSDB’s argument for the maser is the analogous, but

assumes that the coupling to the cavity is negligible.

Let me then fix �B = 0.1, �A = �C = 1.0,TA = 5,TB = 1,!3 = 5,!2 = 0.1. Under these

conditions, we have that

T⌫ ⇡
0.1

1 � 5�C
, (5.41)

which for refrigeration has to be smaller than TB = 1. It is exactly one when TC = 50/9, and a

sharp transition from negative to positive temperatures (T⌫) happens at TC = 5. This transition

drastically changes the heat current to the cavity, as we verify in Fig. 5.5.

We have now concluded that this device can indeed operate either emitting photons to the

cavity (and hence functioning as a maser) or consuming cavity’s thermal radiation to operate

as a refrigerator. I shall focus henceforth in the masing regime, in which case we still have

to understand what kind of light is produced. This can be verified by looking at the reduced

dynamics of C. For that sake, I perform the partial trace of Eq. (5.31) w.r.t. A, B, S ; this will

then give us the reduced dynamics of the cavity only

�⇢C = �i[GC, ⇢C] � i⌧[HC, ⇢C] �
⌧

2
TrABS [V, [V, ⇢]], (5.42)

where GC = a† Tr(C⇢S ) + a† Tr
⇣
C
†⇢S

⌘
. The dissipative term [V, [V, ⇢]] acts by modifying the

diagonal elements of the density matrix (populations) and is thus unable to produce coherence.
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Figure 5.5: Steady-state operation of the SSDB engine for �B = 0.1, �A = �C = 1.0,TA =

5,TB = 1,!3 = 5,!2 = 0.1. The dashed vertical line is TC = 5 and the dashed horizontal line
is zero. We witness creation of photons for TC < 5 (Q̇C > 0). As soon as TC > 5, photons are
consumed by the engine (Q̇C < 0) and it starts to behave as an refrigerator, with the hot bath
heating up Q̇A > 0 and the cold one slightly cooling down Q̇B < 0.

Since the cavity is assumed to be in a thermal ensemble, the term [HC, ⇢C] does not contribute

too. The term [GC, ⇢C] can generate coherences, but note that it is zero whenever the state ⇢S is

incoherent. As we have discussed in Chapter 3, [H0,V] = 0 implies an incoherent steady-state

if H0 is non-degenerate, and this is precisely the case. We thus reach the following important

conclusion: a coherent steady-state in the system is essential to produce coherent light in the

cavity. Further, the term which entails coherence is divergent in ⌧! 0 limit; to remedy this we

can either work in a regime in which the interaction with the cavity is not scaled, that is, we can

abdicate from dissipation to generate only coherent corrections, or we can work in a regime in

which q = Tr(C⇢S ) /
p
⌧ [33]. In the first case, we would obtain the corrected von Neumann

equation

⇢̇C = �i[GC, ⇢C], (5.43)

which generates a unitary evolution, described by the time-propagator

UC = exp
n
�i⌧(a†q + aq⇤)

o
= exp

n
⇠a† � ⇠⇤a

o
= D(⇠), (5.44)

where q is the coherence of ⇢S given by Tr(C⇢S ) and D denotes the displacement operator with
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parameter ⇠ = (�i⌧q). If the cavity was in the ground state |0i initially, it would then be in

a (slightly) coherent state |⇠i = D(⇠) |0i after interacting with the system. Of course, one has

always to remember that ⌧ is never zero, and then the coherence of ⇢C captures the interaction

time, as a clock. So, even if we work with the scaled version without assuming Tr(C⇢S ) /
p
⌧

the outcome is not physically problematic; it just means that the output cavity state
����i
p
⌧�1q

E

is a highly displaced state and thus oscillates very fast.

Let me now promote the discussion beyond the perturbative regime, that is, I now discuss

the finite ⌧ case. Even if we consider o↵-resonant qubits as the environments, it is possible to

construct a quantity

⌦z = a†a + �z
A +

�z
B

2
+ N3 � N1, (5.45)

such that [⌦z,HS ] = 0 = [⌦z,V] and therefore, as discussed in Chapter 3, this would also lead to

an incoherent steady-state (see B.2 for calculations). To engineer a Hamiltonian which produces

a coherent NESS, I resort to the same reasoning used for the minimal qubit model; we just need

to add a term which is o↵-diagonal w.r.t. the original system’s Hamiltonian. I then modify the

Hamiltonian of the system to

HS ⌘ !3N3 + !2N2 + h⇤C + hC
†, (5.46)

whose added term is designed to yield a non-vanishing Tr
⇣
C⇢⇤S

⌘
. So far, it is clear that this

modification is important in establishing a coherent masing output — at least based on the

discussion of ⌧ << 1. Yet, the modification above comes at the cost of violating strict energy

conservation (see B.2)

[H0,V] = gA
1
2

⇣
h⇤B � hB

†
⌘
�x

A � igA
1
2

⇣
h⇤B + hB

†
⌘
�y

A (5.47)

� gB
1
2

⇣
h⇤A � hA

†
⌘
�x

B � igB
1
2

⇣
h⇤A + hA

†
⌘
�y

B

+ gC(ha � h⇤a†)(N3 � N2),

where H0 = HS +HA+HB+HC (with the modified HS ). We can associate the energy expenditure

of the interaction as the cost to produce a coherent state in the cavity.

Since the interaction time does not need to be small, in general, we do not have to care

about scaling factors; every term in the expansion of U contributes. I now show that we still

66



The heat engine of Scovil and Schulz-DuBois

need the modification in HS to produce a coherent steady-state while using XX interactions,

for arbitrary ⌧. Suppose we have not made any modification in HS , in which case [H0,V] = 0;

in this manner we know that the SS is incoherent, even o↵-resonance, since ⌦z, Eq. (5.45), is

conserved. Let me then examine the reduced dynamics of the cavity, which I initialize in a

steady-state collision, ⇢ = ⇢th
A ⌦ ⇢

th
B ⌦ ⇢

th
C ⌦ ⇢

th
C ⌦ ⇢

⇤

S . In this case, the evolution map is

K(⇢C) = TrABS (U⇢U
†), (5.48)

and I can then show that the decoherence operator, w.r.t. the cavity eigenbasis, commutes with

this map

K(�(⇢C)) =
1
K

Z K

0
ds TrABS (Ueisa†a⇢e�isa†a

U
†) (5.49)

=
1
K

Z K

0
ds TrABS (Ueis⌦z⇢e�is⌦zU

†) (5.50)

=
1
K

Z K

0
ds TrABS (eis⌦zU⇢U

†e�is⌦z) (5.51)

= �(K(⇢C)), (5.52)

where I used that [⌦z,U] = 0 and that, since the states are incoherent, the missing pieces of ⌦z

can be inserted for free exploiting unitarity. Therefore, considering the discussion in 3.2.5,K is

an incoherent operation and ⇢C can only decohere in the process. So, the autonomous operation

of the machine in an incoherent steady-state will not create coherent photon states in the cavity,

for any ⌧.

As we have seen, the device is composed of both cavity and the three-level system. In

Fig. 5.6 I study the dynamics of the three level atom without including the dissipation to the

cavity. This setup will be referred to as SSDB amplifier, since, once coupled to the cavity

it will convert heat into light. The thermodynamic properties of the complete model mostly

reside in this piece, and therefore this will be of particular interest. Its Hamiltonian is given

by Eq. (5.46), but, for simplicity, I study the case of real h and include two thermals baths.

That is the finite ⌧ version of Eqs. (5.34) and (5.35), given by the stroboscopic map E(⇢S ) =

TrABC(U⇢th
A ⌦ ⇢

th
B ⌦ ⇢S U

†).

In Fig. 5.6, I set �A = 0.4, �B = 0.1,!A = 2.0,!B = ⌧ = gA = gB = 1.0. (a) The engine

behaviour for the averages. In (b) I give particular emphasis to the divergences in the e↵ective

temperature associated to the gap 3 $ 2 may lead either to enhanced inversion or the opposite
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Figure 5.6: Coherent SSDB amplifier, for �A = 0.4, �B = 0.1,!A = 2.0,!B = ⌧ = gA = gB =

1.0. (a) The amplifier perform as an engine: for h , 0 heat flows from hot to cold (QA <
0,QB > 0) and work is extractedW < 0. Moreover, no heat flows for h = 0. (b) The e↵ective
temperature associated to each system gap (T2,1 = !2(ln p2/p1)�1,T3,1 = !3(ln p3/p1)�1,T3,2 =

(!3 � !2)(ln p3/p2)�1). The dashed lines represent the bath temperatures. (b) The relative
entropy of coherence of the steady-state as h changes. All plots are symmetric for negative h.

depending on the values of h. Changing h drives the e↵ective temperature T3,2 across multiple

sign changes, preceded by divergences. These abrupt changes coincide with oscillations in the

currents in (a). In (c) we witness the behaviour of coherences as h is varied; it oscillates as h

changes but it is never exactly vanishing again. As a general comment which pervades finite

⌧ regimes, I point out oscillations; in LME scenarios most currents or coherences tend to be

monotonic as only lower order terms contribute.

In Fig. 5.7 I again set �A = 0.4, �B = 0.1,!A = 2.0,!B = ⌧ = gA = gB = 1.0, but now

I include the cavity,i.e., E(⇢S ) = TrABC(U⇢th
A ⌦ ⇢

th
B ⌦ ⇢

th
C ⌦ ⇢S U

†), which is set in a thermal

state with TC = 0.1 and, thereof, n̄ ⇡ 0.00005. This is the complete SSDB engine (laser or

maser). For comparision, the temperature of the baths are TA ⇡ 5.0,TB ⇡ 0.5. In Fig. 5.7 (a)

we observe current QC filling the cavity with photons (QC > 0), with an optimal point close to

h = 1, while the heat flows from hot to cold bath and work is injected to sustain the stimulated

emission whenever h , 0. In (b) I again plot the e↵ective temperatures of the system; they

are still correlated with non-monotonic behaviour of the currents but, since the coupling to the

cavity was established, the inversion is mostly destroyed. In (c) I now plot both steady-state

coherence (system) C(⇢⇤S ) and the cavity’s coherence after interacting with such steady-state

(C(⇢0C)). As expected, for h = 0 cavity’s coherence is zero and whenever h , 0 it is non-

vanishing. Remarkably, for higher values of h, the steady-state coherence can still be small,

while the cavity’s acquired coherence remains significant.
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Figure 5.7: Complete SSDB engine in the masing regime, I set �A = 0.4, �B = 0.1,!A =

2.0,!B = ⌧ = gA = gB = 1.0, TA ⇡ 5.0,TB ⇡ 0.5 and TC = 0.1. (a) The engine’s average
behaviour; photon creation is encoded in QC > 0, heat flows from hot to cold (QA < 0,QB > 0)
and work is mostly injectedW � 0. (b) Abrupt e↵ective temperature changes still occur, but
they are mostly sustained at positive temperatures since energy is leaking out to the cavity. (c)
The relative entropy of coherence of the steady-state of the system and of the bosonic mode
after interacting with steady-state.

5.4 Masing equation for the SSDB engine

To bridge the gap between the CM framework here developed and the literature, in this Section

I discuss part of the content of [86]. In this article, the authors work the statistics of the output

of the cavity we have been studying, aiming a “full quantum description”; by which they mean

beyond the mean-field approximation. I will focus only in the simpler mean-field analysis of

the model, which provides insight on the origins of the non-conservative term introduced in

Eq. (5.46).

The first marked di↵erence is that they do not treat the cavity as an environment. Instead,

their “system” is composed of the three-level atom plus the cavity, whose state I will denote by

⇢. The 3-level atom is subjected, as before, to thermal dissipators which power the engine and

the cavity is allowed to leak photons, that is, it contains a dissipator which only allows photons

to leak out. I will show that, at the mean-field approximation this leads virtually to the same

dynamics we have been studying, up to the cavity loss.

Consider, for now, the closed system ⇢ = ⇢C ⌦ ⇢S describing the cavity (C) and atom (S ).

But I consider that a laser device has a gas of N-atoms inside instead of a single atom, as in the

ammonia maser, and each of these interact with the bosonic mode

H =
X

i

!3N
(i)
3 + !2N

(i)
2 + !Ca†a + g

X

i

(aC
†

i + a†Ci). (5.53)

The trick is to modify this Hamiltonian, to allow the usage of the Hartree/mean field approx-
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imation. For that, I map the single bosonic mode into an ensemble of bosons by setting,

a! (
p

N)�1 P
j a j, a†a!

P
j a†ja j and reescaling the coupling g! g/

p
N. This leads to

H =
X

i

!3N
(i)
3 + !2N

(i)
2 +

X

i

!Ca†i ai +
g
N

X

i, j

(aiC
†

i + a†i Ci), (5.54)

where the factor 1/N prevents over-counting interactions and, thus, hHi / N. The introduction

of a many-body bosonic system is already in touch with the CM framework, since, in that

context, we treated the bosonic system as an environment.

Now, the system plus cavity is initialized in ⇢N = ⇢⌦N . The Hartree theorem guarantees that

the evolution of ⇢N is a product state in the N ! 1 limit, i.e., ⇢1(t) = ⇢(t)⌦1, where each ⇢(t)

is the solution of the Hartree equation [47]

⇢̇ = �i
h
!3N3 + !2N2 + g

⇣
Tr{C⇢(t))}a† + Tr

n
C
†⇢(t)

o
a
⌘
+ g

⇣
Tr

n
a†⇢(t)

o
C + Tr{a⇢(t)}C†

⌘
, ⇢(t)

i
.

(5.55)

Before proceeding, note that if the cavity is traced out we obtain

⇢̇S = �i[HS , ⇢S ], (5.56)

where HS is given precisely by Eq. (5.46) once we set h ⌘ g Tr(a⇢). That is, the modification

we forcibly made at HS emerges naturally as the e↵ect of the unitary interaction between cavity

and atom in the many atoms limit. Further, we could trace out the atom and find the local cavity

dynamics to resemble Eq. (5.43). In practice, we can interpret the breakdown of local energy

conservation in the CM framework as an e↵ective accounting of a persistent unitary interaction

with the cavity.

Now let me proceed to find a so-called laser equation, following [86], in which case I include

the heat baths and the photon leak. In the interaction picture, the LME reads

⇢̇ = �i[⇢,VS C] +DA(⇢) +DB(⇢) +DC(⇢), (5.57)

whereDA,DB are the same given by Eqs. (5.34) and (5.35), the photonic dissipator is given by

DC(⇢) = 
 
a⇢a† �

1
2

n
a†a, ⇢

o!
, (5.58)
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and

VS C = g
⇣
hCi a† +

D
C
†
E

a
⌘
+ g

⇣D
a†

E
C + haiC†

⌘
. (5.59)

With the cavity-atom master equation, we can also investigate the di↵erential equations for

some relevant quantities

D
Ṅ3

E
= �ig

D
a†

E
hCi � hai

D
C
†
E
� �A(�A hN1i � (1 � �A) hN3i), (5.60)

D
Ṅ2

E
= ig

D
a†

E
hCi � hai

D
C
†
E
� �B(�B hN1i � (1 � �B) hN2i), (5.61)

D
Ċ

E
= �ig hai hN1 � N3i �

hCi

2
(�A(1 � �A) + �B(1 � �B)) (5.62)

hȧi = �ig hCi �


2
hai . (5.63)

I now perform the adiabatic elimination of the atom degrees of freedom; i.e., I assume that the

atom has reached its steady-state whilst the cavity is still undergoing a transient. This renders
D
Ṅ3

E
=

D
Ṅ2

E
=

D
Ċ

E
= 0, in which case, the following system of equations is found

ig
⇣
hCi

D
a†

E
�

D
C
†
E
hai

⌘
= �A[�A hN1i � (1 � �A) hN3i], (5.64)

ig
⇣
hCi

D
a†

E
�

D
C
†
E
hai

⌘
= ��B[�B hN1i � (1 � �B) hN2i], (5.65)

hCi =
2ig
�
hai hN3 � N2i , (5.66)

where I defined � ⌘ �A(1 � �A) + �B(1 � �B) and hN1i can be eliminated by noting that N1 =

1 � N2 � N3. Eliminating also hCi and defining E = hai

�
4g2
|E |

2

�
hN3 � N1i = �A[�A hN1i � (1 � �A) hN3i], (5.67)

�
4g2
|E |

2

�
hN3 � N1i = ��B[�B hN1i � (1 � �B) hN2i]. (5.68)

The above equations can be solved for hN2i and hN3i. With these in hands, we can compute the

quantifier of population inversion �N ⌘ hN3 � N2i.

�N(E ) =
�A � �B

� +
4g2
|E |

2

�
 

, (5.69)
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with

� ⌘ 1 � �A�B, (5.70)

 ⌘
1

�A�B

⇥
(1 + �A)�A + (1 + �B)�B

⇤
. (5.71)

With that, we can study the dynamics of the laser coherence through the lasing equation

Ė =
E

2

"
4g2

�
�N(E ) � 

#
=

E

2

"
4g2

�
�N(E ) � 

#
=

E

2

"
4g2(�A � �B)
�� + 4g2 |E |2

� 

#
, (5.72)

which is obtained by substituting Eq. (5.66) in Eq. (5.63). We do not need to solve this equation

to understand the lasing behaviour; remember that the cavity is still undergoing a transient and

then it su�ces to understand whether coherence is increasing or decreasing to assert lasing 2.

To analyze Eq. (5.72), I will parametrize it as

Ė =
E

2

"
G

1 +B|E |2
� 

#
. (5.73)

with this parametrization, we have that

G =
4g2(�A � �B)

��
, (5.74)

B =
4g2 

��
, (5.75)

which are called laser gain and saturation, respectively. First, note what happens if g = 0: both

G and B are zero. Hence

Ė

E
= �



2
, (5.76)

that is, the coherences are exponentially suppressed, according to the dissipation rate of the

cavity, . Moreover, when B is big compared to the gain G , the approximation Ė /E ⇡ �/2

is reasonable. Finally, the lasing regime is established whenever dissipation is smaller than the

gain, that is G / � 1. Let me then write the gain explicitly, in terms of the original parameters

G =
4g2(�A � �B)

(1 � �a�B)(�A(1 � �A) + �B(1 � �B))
. (5.77)

2The quantity hai is not a coherence quantifier in the sense of the resource theory framework discussed in
Chapter 3. It is is yet related to the creation of certain o↵-diagonal elements and thus used in quantum optics.

72



The heat engine of Scovil and Schulz-DuBois

Figure 5.8: Gain relative to dissipation rate. I set �B = 0.2, which is identified as the vertical
dashed line. The horizontal dashed lines indicate 0 and 1 relative gains. For every choice of
g2/�, the gain is positive only above when the bath A is more populated than B; the lasing
threshold is crossed for g2/� � 1.0.

For simplicity, I now set both thermal bath couplings to be equal �A = �B = � and g! g

G


=

g2

�

4(�A � �B)
(1 � �A�B)(2 � �A � �B))

, (5.78)

which highlights that the ratio between the squared coupling and the heat baths dissipation is

central in achieving lasing. I now fix �B = 0.2 and, for di↵erent ratios g2/�, plot the relative

gain versus the hot bath population �A.

In Fig. 5.8 we witness the parameter region in which lasing is achieved. For that, note that

the ratio g2/� � 1.0 and the population of A must be greater than that of B.

In the collisional model framework, the analogous analysis is the change of the state of the

cavity ancilla. I focused on its steady-state, but I could, equivalently, have let the cavity out-

side until the atom is in its steady-state and then — as it was done in the present discussion

— analyze the transient variation of its coherence term, hai. The main advantages of the CM

framework will be discussed in the next Chapter, but for now we have seen that allowing for

non-conservative interactions enables a simple and equivalently valid description of the SSDB

engine acting as a maser: a device which creates coherent photons powered by noisy environ-

ments.
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Chapter 6

Fluctuations theorems

Non-equilibrium systems are marked by the presence of currents in their steady-state; either in

the form of energy flux (heat and work) or fluxes of other physical quantities, such as parti-

cles or charges. For macroscopic systems, the behaviour of these currents is well described by

experimental observations which only fluctuate due to imperfections in the measurement appa-

ratus. Once smaller systems are considered, the measured quantities begin to deviate beyond

experimental error, since their underlying probabilistic nature is no longer wiped by the law of

large numbers. The origins of these deviations are either many-body chaotic regimes in clas-

sical systems or inherent fluctuations of quantum systems — the latter, even in the few body

case. In equilibrium situations, the Gibbs ensemble completely characterizes the distribution

associated to the system of interest, but the situation is radically di↵erent far from equilibrium.

In this case, dynamics must be considered and the prescriptions become much more involved

due to the emergence of fluctuating currents.

To account for charge current fluctuations in electric circuits the field of full counting statis-

tics (FCS, or simply counting statistics) was developed [95–99]. It provided analytical tools

to construct current probability distributions, usually through path integral techniques or non-

equilibrium Green’s functions [31, 100–103]. Naturally, the formalism was extended to heat

and work1, constituting an important tool to study thermodynamics beyond averages [31, 82,

104–109].

In parallel to the development of FCS techniques, the abstract idea that thermodynamic

quantities should be considered as random variables hinted that the laws of thermodynamics

were expected to hold for averages, but not necessarily for individual realizations of physical
1In the grand-canonical ensemble, work is often associated to counting charge carriers.
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processes [38, 39]. This paradigm shift lead to the development of new laws of thermodynamics,

which the probability distributions of heat, work and entropy production should satisfy. The so

called fluctuation theorems (FTs)2 [40, 41, 112–116] are considered cornerstones of stochastic

thermodynamics and, since at the time of their development quantum mechanics was already

mature, they were simultaneously considered at the quantum realm.

In this Chapter, I discuss some FTs, with special interest in their quantum formulations,

since they constitute an active research topic [43, 81, 116–122] related to the main developments

of this dissertation. In Chapter 7, I discuss the FCS technique within the context of CMs.

6.1 Entropy production

The first fluctuation theorem I will introduce is a simple extension of the discussion in Sec-

tion 4.2. I proceed from the expression of the stochastic entropy production which led to the

generalized second law in Eq. (4.15);

�[�] = ln
P[�]
P̃[�]
, (6.1)

in which I still did not assume anything about how to reverse the trajectory. By taking the

exponential of both sides we find

P[�]
P̃[�]

= e�[�], (6.2)

and, averaging over P[�],

E[e��] = 1. (6.3)

If we consider that for any convex function f (x), f (E[x])  E[ f (x)] , the so-called Jensen’s

inequality, in Eq. (6.3) we then have that

e�E[�]
 1, (6.4)

2For reviews, see [31, 110] and for an introductory text on work fluctuations see [111].
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and therefore

E[�] = ⌃ � 0. (6.5)

Equation (6.2) is called a detailed fluctuation theorem and Eq. (6.3) an integral fluctuation

theorem. They compose very general statements about irreversibility; should we assume the

same measurement protocol of Section 4.2, we would have found that Eq. (6.5) reproduces the

same generalized second law of Eq. (4.15). Yet, Eqs. (6.3) and (6.2) are more general in two

senses: (i) they do not assume anything about the measurement protocol (ii) they are statements

about the probabilistic behaviour of �, and not just about the average. They update the second

law, which states that entropy production is positive, to an equality which allows realizations

of entropy production to be negative, but with exponentially smaller probabilities than their

positive counterparts.

The procedure here discussed [81] is a modern and abstract one, in which we define stochas-

tic entropy production so as to behave in that way. However, it was preceded by several investi-

gations, e.g., [41, 114], in which the actual dynamics and particular forms of ⌃ were studied and

verified to attain the same structure. The definition of �[�] can, in fact, be motivated through

classical information theory; it resembles a stochastic version of the relative entropy between

distributions P[�] and P̃[�].

6.2 Heat

Let me now discuss some FTs in more concrete settings. I begin by considering two quantum

systems A and B, both prepared in thermal states ⇢th
X = e��XHX/ZX, X = A, B, and ⇢ = ⇢th

A ⌦ ⇢
th
B .

They interact unitarily through U = e�i⌧H, with H = HA + HB + V. For simplicity, I also assume

that H is time-reversal invariant, e.g., if it contains momenta they should appear in even powers.

Performing the TPM protocol in the energy eigenbasis, the probability distribution associ-

ated to the process is

P[�] = Tr
⇣
U
†⇧a0b0U⇧ab⇢

⌘
= pa pb| ha0b0|U |abi |2, (6.6)

where � = (a, b, a0, b0) are energy outcomes and pa = e��Aa/ZA, pb = e��Bb/ZB. To reverse the
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process, note again that U is reversed by daggering3 and since all measurements were performed

in the energy eigenbasis, the reversed initial state is ⇢ itself. Hence,

P̃[�] = Tr
⇣
U⇧abU

†⇧a0b0⇢
⌘
= pa0 pb0 | ha0b0|U |abi |2, (6.7)

and, therefore

P[�]
P̃[�]

= exp
⇥
�A(a0 � a) + �B(b0 � b)

⇤
, (6.8)

which is already in the form of Eq. (6.2). Further, the terms (a0 � a) and (b0 � b) encompass

the stochastic energy variation in thermal states; they are thus called stochastic heats, qA[�] and

qB[�], respectively. Furthermore, applying ln(•) to Eq. (6.8) and averaging we find

E

"
ln

P[�]
P̃[�]

#
= �A Tr

�
HA(⇢0 � ⇢)

�
+ �B Tr

�
HB(⇢0 � ⇢)

�
(6.9)

= �AQA + �BQB = ⌃, (6.10)

where ⇢0 = U⇢U
†. That is, we recover the entropy production for the heat exchange between

two thermal states. This further motivates the definition of �[�]. Equation (6.8) can be also

averaged to obtain the integral form (6.3).

The trajectory P[�] can now be used to establish the joint probability density of heats

P(qA, qB) = E[�(qA � qA[�])�(qB � qB[�])] =
X

�

�(qA � qA[�])�(qB � qB[�])P[�], (6.11)

where I denote qX as the continuous embedding of the discrete variable qX[�] = x0 � x, for

X = A, B. I shall now use it to discuss FTs for P(qA, qB). It is yet cumbersome to work with the

�4 and I so perform the Fourier transform of Eq. (6.11)

�(x, y) =
Z
1

�1

dqAdqBP(qA, qB)eixqA+iyqB , (6.12)

which is the characteristic function of P(qA, qB). However, I convey henceforth the usage of its
3Consider the anti-unitary time-reversal operator ⇥, ⇥†U⇥ = ⇥†e�i⌧H⇥ = e+i⌧H = U

†.
4Depending on the precise system of interest and measurements involved it can be either a Dirac’s or a Kro-

necker’s delta. For generality, we can use Dirac’s delta.
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Wick rotated version, the so-called generating function (GF)

G(x, y) =
Z
1

�1

dqAdqBP(qA, qB)exqA+yqB , (6.13)

which can be equivalently expressed as the discrete average

G(x, y) =
X

�

exqA[�]+yqB[�]P[�]. (6.14)

Let me now manipulate this expression, so to write it as a quantum average. According to

Eq. (6.6), we can write P[�] through the Born rule. Hence,

G(x, y) =
X

�

Tr
⇣
U
†exa0+yb0⇧a0b0Ue�xa�yb⇧ab⇢

⌘
. (6.15)

We can then perform the sum
P

ab e�xa�yb⇧a,b = e�xHA�yHB , and similarly for its primed counter-

part. In this manner, the sum in Eq. (6.15) gives

G(x, y) = Tr
⇣
U
†exHA+yHBUe�xHA�yHB⇢

⌘
. (6.16)

Following [31], the structure of Eq. (6.16) will be considered the defining relation for the full

counting statistics of a quantum current.

I now analyze a symmetry property of this function. For this sake, I explicitly write the

thermal states

G(x, y) =
1

ZAZB
Tr

⇣
U
†exHA+yHBUe�(x+�A)HA�(y+�B)HB

⌘
. (6.17)

and introduce the GF associated to the time-reversed process

G̃(x, y) =
1

ZAZB
Tr

⇣
UexHA+yHBU

†e�(x+�A)HA�(y+�B)HB
⌘
. (6.18)

Comparing both GFs, we then conclude that

G(x, y) = G̃(�x � �A,�y � �B), (6.19)
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which is so-called Gallavotti-Cohen weak symmetry5. By transforming back to probability

densities, we find a FT for heat exchange

P(qA, qB)
P̃(�qA,�qB)

= e�AqA+�BqB , (6.20)

As a particular case, we can also consider interactions s.t. [U,HA + HB] = 0, which, for non-

degenerate HA +HB, guarantee that qA = �qB. In this case, the joint distribution can be reduced

to a single variable

P(qA)
P̃(�qA)

= e��qA , (6.21)

where �� = �A��B. The above is known as Jarzynski-Wójcik Fluctuation Theorem [113]. This

result was also generalized for multiple baths and particle flows [31, 115, 123]. Recently, it was

also extended to sequential heat exchanges [120] and initially coherent systems [28, 122].

6.3 Work

I now move to a di↵erent setup, in which I discuss a fluctuation theorem for work. Consider a

single quantum system subjected to an external driving protocol, i.e., H = H(t). For t = 0, I set

H(0) |ni = n |ni and, for t = ⌧, I set H(⌧) |ni = n0 |n0i. Then, I initialize the system in a thermal

state ⇢ = e��H(0)/Z(0), which does not exchange heat with the environment but whose internal

energy varies due to the time dependence. In this manner, w[n0, n] ⌘ n0�n is the stochastic work

and its generating function is again obtained through the TPM protocol, performed at t = 0 and

t = ⌧;

G(�) =
X

n0n

e�(n0�n) pn| hn0|U |ni |2. (6.22)

Further, it assumes the same structure of Eq. (6.16) upon summation

G(�) = Tr
⇣
U
†e�H(⌧)

Ue��H(0)⇢
⌘
, (6.23)

5Whenever the tilde can be removed, the name strong is used instead.
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explicitly writing ⇢ = e��H(0)�ln Z(0) and setting � = � we then find

G(��) = Tr
⇣
U
†e��H(⌧)

U

⌘
e� ln Z(0), (6.24)

where we can recognize that Tr
⇣
U
†e�H(⌧)

U

⌘
= Tr

⇣
U
†e��H(⌧)

U

⌘
= Z(⌧) is an equilibrium partition

function at the end of the protocol. Then, we find Jarzynski’s equality [40]

E[e��w] = e���F , (6.25)

where �F = ���1(ln Z(⌧) � ln Z(0)) is the equilibrium free energy di↵erence between the ini-

tial thermal state and a reference equilibrium state e��U
†
H(⌧)U/Z(⌧). Yet, one should note that

the state at the end of the process is not generally in equilibrium; it is remarkable to attain

a statement about a non-equilibrium processes which is associated to equilibrium properties.

Intuitively, Jarzynski’s equality relates the actual process to an idealized protocol performed

quasi-statically. Equation (6.25) further recovers a statement of the second law in the absence

of heat; by applying Jensen’s inequality to (6.25)

W � �F. (6.26)

Jarzynski’s equality also holds in classical scenarios and, in this case, has been verified

experimentally in [124]. More recently, the quantum Jarzynski equality, Eq. (6.25), has been

also verified in a trapped ion setup [16] and in nuclear magnetic resonance setups [125].

We can now discuss a fluctuation theorem associated to work. For this sake we again write

the GF associated to the reversed process

G̃(�) =
1

Z(⌧)
Tr

n
Ue�H(0)

U
†e��H(⌧)��H(⌧)

o
, (6.27)

where, since the Hamiltonian is time dependent, the reversed path sets t ! ⌧ � t. Comparing it

with the forward GF written as

G(�) =
1

Z(0)
Tr

n
U
†e�H(0)

Ue��H(⌧)��H(⌧)
o
, (6.28)
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we recognize that they are related by

G(�) =
Z(⌧)
Z(0)

G̃(�� � �) = e���FG̃(�� � �). (6.29)

Transforming to the associated probability distributions, we then find

P(w)
P̃(�w)

= e�(w��F), (6.30)

the so-called Crooks Fluctuation Theorem [41], experimentally verified in [126].

Even though FT’s associated to �, such as Eq. (6.2), are amenable to generalizations and

assume very little about the system, FT’s associated to heat and work distributions have assumed

very particular settings for their derivations. For example, in either of the setups here discussed,

closed system dynamics was assumed and in either case the systems departed from thermal

states or locally thermal states (products of thermal states). Hence, despite they provide an

improvement about our knowledge in some out-of-equilibrium scenarios, they by no means

comprehend all kinds of non-equilibrium situations. In particular, the simple setup of a system

which interacts with two thermal baths at di↵erent temperatures does not have a heat or work

FT for an arbitrary initial state; under certain circumstances these results emerge for integrated

currents in the infinite-time limit [31, 110]. Consequently, we should not expect, in principle,

that these kinds of FTs hold in general steady-states; for instance, a single collision in the

steady-state of the SSDB engine does not necessarily satisfy these relations.
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Chapter 7

Counting statistics in collisional models

In this Chapter, I combine the counting statistics technique, developed based on the two-point

measurement protocol (see Subsection 4.2), with the the CM (see Chapter 3). In [31], the au-

thors consider a generic unitary dynamics and, from there, derive master equations and Green’s

function techniques. The CM framework is capable of providing the local master equation

limit of the formalism too, yet, regardless of this particular limit, it renders a tractable — ei-

ther numerically or analytically — unitary interaction within each collision without resorting to

approximations.

Initially, I concentrate in the formulation of full counting statistics of heats. Subsequently,

it is a natural to push the formalism to account for the statistics of work. As early noted in [98]

in the context of charge transport and lately in broader thermodynamic context [82, 104–107],

the FCS of a general current may lead to negative probabilities. In terms of quantum work, this

peculiarity can be traced back to the presence of coherence and was consolidated in a no-go

theorem for quantum work [42]. This issue will be addressed in Chapter 8; in the present one, I

will limit the discussion to work fluctuations in incoherent systems.

7.1 Heat counting statistics in a single collision

In this section, I lay the foundations for the acquisition of heat statistics in a single collision

of the CM framework. For the sake of generality, I work for now with a locally thermal state,
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accounting for multiple the ancillae, ⇢E = ⇢lth
E , with

⇢lth
E ⌘

NO

i=1

⇢th
Ei
, (7.1)

where each ⇢th
Ei

has, in principle, a di↵erent temperature and self-Hamiltonian HEi . I also define

a collective projector in their energy eigenstates HEi |µii = µi |µii by

⇧µ = |µihµ| ⌦ 1S , (7.2)

and µ ⌘ (µ1, µ2, ..., µN) is a vector-valued index. This notation allow us to compactly write

the framework for an arbitrary number of environments interacting with S . Whenever I need

to present particular examples I will switch to a simpler notation; for instance, lest we study

two-environment statistics, say A, B, I set µ = (a, b).

I consider the system in an arbitrary state ⇢S and the global state is then initialized as ⇢ =

⇢lth
E ⌦ ⇢S . In a single collision, the joint system evolves unitarily according to

⇢0 = U⇢U
†, (7.3)

with U = T>e�i
R ⌧

0 H(t) and

H(t) =
X

i

HEi

| {z }
HE

+HS (t) +
X

i

Vi

|{z}
V

. (7.4)

For generality, I have included a time-dependence on H.

To achieve heat FCS, I then perform the TPM protocol on the baths only, producing a prob-

ability distribution

P[�] = Tr
⇣
U
†⇧µ0U⇧µ⇢

⌘
= pµp(µ0|µ), (7.5)

where � = (µ,µ0), pµ =
Q

i e��iµi/ZEi and, since the system remains unmeasured, the conditional

probability now involves a partial trace w.r.t. the system’s degrees of freedom

p(µ0|µ) = hµ0|TrS (U |µihµ| ⌦ ⇢S U
†) |µ0i . (7.6)
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Notably, since ⇢lth
E =

P
µ pµ |µihµ|, the measurement ⇧µ is non-invasive1. Further, nothing

prohibits ⇢0E = TrS U⇢U
† to be coherent, and thus the second measurement ⇧µ0 is generally

invasive. This measurement has yet a di↵erent status compared to the first one; since after

the collision the ancilla never interacts again with the system, the absent coherence does not

influence any forthcoming processes. This is an advantage of formulating the dynamics using

(Markovian) collisional models.

I now introduce the stochastic heat exchanged with each thermal state qi[�] = µ0i �µi and the

collective notation q[�] = (q1[�], ..., qN[�]). With it, we can verify that, for any n 2 {1, ..,N},

E[qn] =
X

�

qn[�]P[�] = Tr
�
HEn(⇢

0
� ⇢)

 
= Qn, (7.7)

where the spectral resolution of HEn and the cyclic property of the trace were used. We can now

compute heat fluctuations, such as the second moment

E[q2
n] =

X

�

qn[�]2P[�] (7.8)

=
X

�

[(µ0n)2 + µ2
n + 2µ0nµn] Tr

⇣
U
†⇧µ0U⇧µ⇢E ⌦ ⇢S U

⌘
(7.9)

=
X

µn µ0n

[(µ0n)2 + µ2
n + 2µ0nµn] Tr

⇣
U
†⇧µ0nU⇧µn⇢E ⌦ ⇢S U

⌘
(7.10)

= Tr
⇣
U
†
H

2
En

U⇢E ⌦ ⇢S

⌘
+ Tr

⇣
H

2
En
⇢E ⌦ ⇢S

⌘
+ 2 Tr

⇣
U
†
HEnUHEn⇢E ⌦ ⇢S

⌘
, (7.11)

where I have considered the spectral resolutions HEn =
P
µ(0)

n
µ(0)

n

���µ(0)
n

ED
µ(0)

n

���. To simplify the

notation, we can also write the result in Heisenberg’s picture H
0

En
= U

†
HEnU;

E[q2
n] =

D
(H0En

)2 + H
2
En
� 2H

0

En
HEn

E
, (7.12)

where I set h•i ⌘ Tr(•⇢). Note that the above is generally di↵erent from

Tr
⇣
(H0En

� HEn)
2⇢

⌘
=

D
(H0En

)2
E
+

D
(HEn)

2
E
+

D
{H
0

En
,HEn}

E
. (7.13)

1In this dissertation, this term is used whenever a measurement does not destroy local coherences.
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It is instinctive to promote the above procedure to higher moments, as follows;

E[qp
n] =

X

�

(µ0n � µn) jP[�] =
X

�

pX

j=0

 
p
j

!
(µ0n)p(�µn)p� jP[�], (7.14)

where I have used the binomial theorem and

 
p
j

!
=

p!
(p � j)! j!

. (7.15)

Performing the sum in � separately, we find

X

�

(µ0n) j(�µn)p� jP[�] = Tr
⇣
U
†
H

j
En

U(�HEn)
p� j

H⇢
⌘
, (7.16)

using the spectral resolution of HEn . In this manner, substituting Eq. (7.16) in Eq. (7.14), we

have

E[qp
n] =

pX

j=0

 
p
j

! D
(H0En

) j(�HEn)
p� j

E
. (7.17)

It is tempting to push the sum inside the average and perform it through the binomial theo-

rem, but this is not licit. The binomial theorem is only valid for commutative objects; then, if

[H0En
,HEn] = 0 the sum is trivially performed

E[qp
n] =

D
(H0En

� HEn)
p
E
. (7.18)

To gain insight on the non-commutative case, let us observe the explicit sum

E[qp
n] =

*
(�HEn)

p +
p!

(p � 1)!1!
(H0En

)1(�HEn)
p�1 +

p!
(p � 2)!2!

(H0En
)2(�HEn)

p�2 . . .

+

+

*
· · · +

p!
(p � 2)!

(H0En
)p�2(�HEn)

2 +
p!

(p � 1)!1!
(H0En

)p�1(�HEn)
1 + (H0En

)p
+
, (7.19)

and compare it to what we would obtain by computing powers of the operator di↵erence

(H0En
� HEn)

2 = (H0En
)2 + {H0En

,HEn} + (HEn)
2, (7.20)

(H0En
� HEn)

3 = (H0En
)3 + {H0En

, {H0En
,HEn}} � {HEn , {H

0

En
,HEn}} + (�HEn)

3, (7.21)
... (7.22)
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From them, we learn that, in general, the powers of non-commutative objects must consider

every possible combination of operators, since ordering matters. In powering the di↵erence of

commuting operators, the binomial coe�cients collect combinations that reduce to the same

result. But only time ordered operators appear in Eq. (7.19) with binomial coe�cients. So, the

recipe to assess E[qp
n] is summarized in computing (H0En

� HEn)p and piecing the result in the

correct time-order

E[qp
n] =

D
T>(H0En

� HEn)
p
E
. (7.23)

The occurrence of the time-ordering symbol here is not related to the time dependence in

H(t), and appears even when H is time-independent. In fact, it comes directly from the Born

rule whence P[�] originates, Eq. (7.5). That is, T enforces the time ordering established by a

definite causal structure in which measurements are performed in the TPM protocol.

The above results also generalize for correlations between heats from multiple baths, e.g.,

E[qp
nqr

m] =
D
T>(H0En

� HEn)
p(H0Em

� HEm)r
E
. (7.24)

The time-ordered structure of heat moments has a vital implication. The formalism here

presented is a generalization of the procedure used to construct heat distributions in the pre-

vious Chapter, which led to quantum fluctuation theorems. All these results agree both with

experimental observations and with their classical counterparts. A natural way to extend heat

to the quantum realm is to associate the operator [104, 127, 128] H
0

En
�HEn to it, and then try to

compute heat statistics through such heat operator. As we have seen, the moments of this object

do not coincide with those of TPM distributions and, therefore, a statistical description of heat

in quantum mechanics which is consistent with fluctuation theorems cannot be obtained through

the operator H
0

En
� HEn . In fact, the issue is similar for work in incoherent systems and was ad-

dressed in [82]. Indeed, there is nothing formally wrong in prescribing an observable H
0

En
�HEn

when it comes to the rules of quantum theory, it is a licit Hermitian operator. Its weakness is

that it is incompatible with fluctuation theorems. Another case against the observable of heat

is that, classically, heat is not an observable; classical observables are functions of phase-space

variables, and heat is an average over a distribution supported in the phase-space. Thus, it is

independent of phase-space variables. This consideration will be central once I discuss statistics

of coherent work in the next Chapter.
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Now, let me finish the formal development of the theory by introducing the generating

function of heats. For that sake, I define another vector-valued index x = (x1, x2, ..., xN) and

set

G(x) =
X

�

exT q[�]P[�], (7.25)

where xT q[�] = x1q1[�] + x2q2[�] + ... + xNqN[�] and T indicates transposition. By explicitly

writing the TPM distribution and summing we find the

Heat Generating Function

G(x) = Tr
⇣
U
†e

P
i xiHEi Ue�

P
i xiHEi⇢

⌘
, (7.26)

or, in Heisenberg’s picture

G(x) =
D
e

P
i xiH

0

Ei e�
P

i xiHEi
E
. (7.27)

Moreover, I can define the

Heat Cumulant Generating Function

K(x) = ln Tr
⇣
U
†e

P
i xiHEi Ue�

P
i xiHEi⇢

⌘
. (7.28)

Any heat moment can be now computed through (d/dxn)rG(x)|x=0 = E[qr
n]. Similarly, the

cumulants of heats are given by (d/dxi)rK(x)x=0 = k(r)
n .

Equation (7.26) is indeed very similar to the ones previously discussed, such as Eq. (6.16).

But there is one fundamental di↵erence: ⇢ = ⇢lth
E ⌦ ⇢S , that is, there is an arbitrary state (⇢S )

among the thermal states which makes symmetries of the GF much more complicated to spot.

Equation (7.26) can also be rewritten in another form. Exploiting the fact that [HEi , ⇢] = 0 8i

we can cast it as

G(x) = Tr
n
Ũ(x)⇢Ũ

†(x)
o
, (7.29)

with Ũ(x) = e
P

i(xi/2)HEi Ue�
P

i(xi/2)HEi . Equation (7.29) is known as counting-field dressed parti-

tion function; it can be regarded as the trace of an unnormalized state, which evolves with an

unitary operator dressed by a counting field. Note that the dressed evolution Ũ is not generally
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unitary, otherwise q would not fluctuate. This is indeed the kind of interpretation that asso-

ciates this object to the name full counting statistics and is closely connected to von Neumann’s

measurement scheme, which implements the measurement apparatus as a bosonic counting

field [6] (pointer). In fact, the usage of pointer systems has been proposed more recently to

probe heat/work distributions [13, 129–131].

7.2 Full counting in the LME limit

I now consider the LME limit (see Section 3.40), in which case V !
p
⌧�1

V. For simplicity, I

also take HS to be time independent. In this case the unitary operator can be expanded as

U ⇡ 1 � i
p
⌧V � i⌧H0 �

⌧

2
V, (7.30)

with which Eq. (7.26) gives, up to order ⌧,

G(x) = 1 � i
p
⌧
⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠:0
Tr

⇣h
V, e

P
i xiHEi

i
e�

P
i xiHEi⇢

⌘
� i⌧Tr

 

⇠⇠⇠⇠⇠⇠⇠:0h
H0, e

P
i xiHEi

i
e

P
i xiHEi⇢

!
(7.31)

+ ⌧Tr
  

Ve
P

i xiHEi V �
1
2
{V

2, e
P

i xiHEi }

!
e�

P
i xiHEi⇢

!
, (7.32)

where the first trace evaluates to zero, due to thermal states commuting with the exponentials

and the commutator in the second trace is zero. We then have that

G(x) = 1 + ⌧Tr
⇣
D

⇣
e

P
i xiHEi

⌘
e�

P
i xiHEi⇢

⌘
, (7.33)

with D(•) ⌘ V • V � (1/2){V2, •}. Considering that ln(1 + ax) ⇡ xa for x << 1 we then have

that the CGF is

K(x) = ⌧Tr
⇣
D

⇣
e

P
i xiHEi

⌘
e�

P
i xiHEi⇢

⌘
. (7.34)

The above can now be attributed a rate version, K̇ ⌘ lim⌧!0 K/⌧,

K̇(x) = Tr
⇣
D

⇣
e

P
i xiHEi

⌘
e�

P
i xiHEi⇢

⌘
, . (7.35)
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One could also write the above expressions in terms of the Lindblad dissipators of the ancilla.

Writing it in terms of the system’s quantities is also possible, whenever non-conservative terms

are due to the system and can be properly singled out2.

I now analyze an important particularity of the LME limit: the supression of spatial correla-

tions. To be minimal and concrete, suppose there are only two environments E1 ⌘ A and E2 ⌘ B

and that the system is bipartite HS = HS 1 + HS 2 + H12, with A coupled to S 1 and B coupled to

S 2. Note that, since V = VA + VB this assumption leads to [VA,VB] = 0 and, in the LME limit

the dissipative terms are thus independent D(•) = [V, [V, •]] = DA(•) +DB(•), with

DX(•) = VX • VX �
1
2

n
V

2
X, •

o
X = A, B, (7.36)

by this virtue, the dissipative term of A does not act on operators in B and vice-versa. Consid-

ering this fact, the GF in Eq. (7.33) writes

G(x, y) = 1 + ⌧Tr
⇣
DA(exHA)e�xHA⇢

⌘
+ ⌧Tr

⇣
DB(eyHB)e�yHB⇢

⌘
, (7.37)

which results in a CGF

K(x, y) = ⌧Tr
⇣
DA(exHA)e�xHA⇢

⌘
+ ⌧Tr

⇣
DB(eyHB)e�yHB⇢

⌘
= K(x) + K(y). (7.38)

We have just concluded that qA and qB are statistically independent, since the CGF is addi-

tive. The essence of the LME limit is precisely that the interactions happen so fast that spatial3

correlations cannot develop. There are still relevant fluctuations in the LME limit and corre-

lations between system and ancillae still arise but the LME regime is, for a vast number of

applications, meager when it comes to heat-heat correlations. This is one reason why in this

dissertation I emphasize the study of interactions at finite time. In the literature, there has been a

lot of debate between local and global master equations [132]; one of their di↵erences is the fact

that LMEs suppress the spread of operators associated to dissipation across local partitions of

the Hilbert space. The dicotomy between finite time and instantaneous (LME) collisional mod-

els thus seems in fair parallel, since global master equations couple non-locally to the system

of interest.
2See Section 4.4 and, for details on the conditions, Sec. IV. D. of [2]
3Here, I use the term spatial with regards to locallity in Hilbert space. One should not confuse it with actual

position degrees of freedom in first quantization.
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What does it mean, at the stochastic level, the heat exchanged with a thermal bath? How big

are fluctuations compared with the heat averages? What is the role of strict energy conservation

in the heat exchange? These are all questions that are better tackled through an illustrative

example.

7.3 Heat and work in incoherent systems: insights from a

minimal example

Consider an incoherent qubit model, the same from Example 3.3 whose thermodynamics at the

level of averages has been studied at Fig 4.2. I now depict in Fig 7.1 the energy levels of each

party during a single collision.

|1i

|0i

A

!A

S

!S

B

!B

Figure 7.1: Single collision for an incoherent engine constituted of two qubit baths (A and B)
and a qubit system (S). In general, each qubit (system and ancillae) has a di↵erent gap which
causes work to be non-vanishing. Yet, exploiting spin-z conservation we can fully determine
work by measuring heats.

For simplicity, I assume that S is already in its (incoherent) steady-state. Suppose now that

we acquire the statistics of heats; that is, the TPM is performed in each ancilla. Indeed, to

witness every possible process one has to let the system arrive at the steady-state many times,

each time corresponding to a trial, since if we keep measuring the ancillae across multiple

collisions the dynamics will be conditioned to the outcomes and, thus, the system will deviate

from the steady-state with each consecutive measurement. This particular situation will be

explored in Section 7.6.

Since each qubit has only two levels, the possible energy outcomes of each bath are given

by x 2 {!X/2,�!X/2}, X = A, B, x = a, b. Hence, the heat outcomes of each ancilla

are qX[�] 2 {!X, 0,�!X}. Then, in the case that !A = !B = !S = ! we have strict energy

conservation (Eq. 3.2.4) and, thus, (a0 � a)+ (b0 � b)+ (n0 � n) = 0, where n0, n are the system’s

energy eigenvalues. This expression can be written in terms of the stochastic heats and internal
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energy as

qA[�] + qB[�] + �u[�] = 0 = w[�], (7.39)

where � = {a, b, n, a0, b0, n0}. This resembles the first law, but at the stochastic level and also

indicates that work is not zero just on average but stochastically too. Moreover, the joint distri-

bution of heats

P(qA, qB) =
X

�

P[�]�(qA � qA[�])�(qB � qB[�]), (7.40)

fully determines the internal energy fluctuations, without the need to measure the system; from

Eq. (7.39) we have that

P(�u) =
Z

dqAdqB�(�u � qA � qB)P(qA, qB). (7.41)

This holds whenever strict energy conservation holds, not just for this simple example.

Now, for this particular system, we have discussed in Chapter 3 that the the total spin-z is

conserved. This fact can be exploited to acquire knowledge about work through heats when

strict energy conservation breaks down. To do that, we just need to note that each energy

outcome is just a constant times the spin-z component y = sY!Y , Y = A, B, S y = a, b, n,

where sY is an eigenvalue of �z
Y . Then, we can write

w[�] = !A(s0A � sA) + !B(s0B � sB) + !S (s0S � sS ), (7.42)

in which we can eliminate the system variables by using spin-z conservation (s0S � sS ) = �(s0A �

sA) � (s0B � sB). Finally we can rewrite in terms of energy outcomes

w[�] = w[�] =
 
1 �

!S

!A

!
qA[�] +

 
1 �

!S

!B

!
qB[�]. (7.43)

Thereby, a distribution of work can be constructed

P(w) =
Z

dqAdqB�(w � w[�])P(qA, qB). (7.44)

Note that, when !S = !A = !B = 1, Eq. (7.43) recovers Eq. (7.39) and P(w) = �(0). It is
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remarkable that we can access full statistics of work by only measuring the baths. Note that,

according to Eq. (7.43), work could attain 3⇥3⇥3 realizations, due to each qubit allowing three

heat/internal energy outcomes. Yet, as it is commonplace in quantum mechanics, symmetries

constrain the possible processes through selection rules. In practice, spin-z conservation renders

vanishing every matrix element ha0b0n0|U |abniwhich violates this symmetry, and the support of

the TPM distribution associated to � is directly impaired, since P[�] = pa pb pn| ha0b0n0|U |abni |2

for an incoherent initial state.

Of course, one could in principle access work by measuring the system in the energy eigen-

basis, since ⇢S 2 I . However, there are good reasons to avoid disturbing the system. First, for

coherent systems this would be invasive; second, in practice, one always wants the less redun-

dant measurement scheme. Within the paradigm of FCS, I then emphasize the most information

one can extract by solely measuring heats.

Under all these considerations, we have established a complete picture of fluctuating heat

and work in this simple system. I now explore simulations of this. I set !A = !S = g = 1 and

vary !B; in this case we have

w[b0, b] =
 
1 �

1
!B

!
(b0 � b), (7.45)

and then

P(w) =
Z

dqB�(w � w[b0, b])P(qb), (7.46)

where P(qB) =
R

dqAP(qA, qB). From this we conclude that, although qA and qB are generally

correlated, w depends only on knowledge of qB — which makes sense, since this work comes

precisely from the mismatch between the gap sizes of S and B. According to Fig. 4.2(a), there

are three regimes of average work of this system; !B < 1 and W < 0, !B = 1 and W = 0,

!B > 1 andW > 0. I discuss now two illustrative choices !B = 0.1, 1.0 and produce tables for

the stochastic process of single collisions (Figs. 7.2 and 7.3).
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Figure 7.2: In this collision, I set g = ⌧ = !A = !B = !S = 1, �A = 0.4, �B = 0.1. The first
column indicates the concerned process, the second its associated probability. The third and
forth the stochastic heats of A and B, respectively. The last column corresponds to stochastic
work. The probabilities are colored according to their values; red is close to 0.5, blue close to
0.0 .

In Fig. 7.2, from left to right, the first column provides each trajectory (process). For !B =

1.0, we have strict energy conservation and, as expected, the last column yields zero stochastic

work. There are two trajectories which are forbidden, that is, their probabilities are exactly zero.

Before proceeding, note that I did not include a column for internal energy; the reason is that, in

general �u[�] can be assessed through Eq. (7.39). But, one should bear in mind that the original

statement of strict energy conservation, Eq. (3.2.4), is a constraint in the possible transitions,

i.e., Eq. (7.39) holds whenever P[�] , 0 and thus it does not hold for two lines in the table. The

values of heats are, as expected, qX[�] = 0,±2.

The case of Fig. 7.2 is in some sense trivial, due to strict-energy conservation, but highlights

an ubiquitous feature in the stochastic behaviour of small systems: most of the time nothing

happens. Or, equivalently, in small systems fluctuations are prominent. Let me explain through

the table. At the first line we see that the process (�1,�1)! (�1,�1) corresponds to the event

in which both ancillae are found at the state |0i at the beginning and at the end of the collision.

That they are very likely to be found initially in such state is a direct consequence of the Gibbs

structure of the baths; accordingly, note that this process amounts to P[�] = 0.41, i.e., in a
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relevant number of collisions no energy is transferred. Further, there are other three processes,

(±1,⌥1) ! (±1,⌥1), (+1,+1) ! (+1,+1), which equally lead to no heat transferred. Now, if

you compare the values of the stochastic heats with the average heat for !B = 1.0 (at the top of

the table in Fig. 7.2) you will see that those are one order of magnitude lower than what each

realization yields, qB[�]. Combined with the fact that most of the times nothing happens, the

picture drawn of stochastic quantum systems is that the thermodynamics of averages starkly

deviates from the actual realizations. The average heat is leveraged precisely by those very

unlikely events, in which quanta is exchanged in bigger chunks. For instance, we expect heat

to flow from hot to cold and then QB > 0, yet, only three process with non-zero probabilities

are such that qB > 0 and the most probable of them has merely P[�] = 0.066. As we lower the

scales, the quantized nature of energy inevitably leads to this sort of phenomena.

Figure 7.3: In this collision, I set g = ⌧ = !A = !S = 1,!B = 0.1, �A = 0.4, �B = 0.1. The first
column indicates the concerned process, the second its associated probability. The third and
forth the stochastic heats of A and B, respectively. The last column corresponds to stochastic
work. The probabilities are colored according to their values; red is close to 0.5, blue close to
0.0.

The table in Fig. 7.3 represents the same parameter region but with !B = 0.1 and then

W < 0. Now, we witness non-vanishing stochastic work, with values ±9, which is one order

of magnitude bigger than the average W = �0.94. Overall, the probability that w < 0 is

only ⇡ 0.15, but still higher than that of w > 0, which is ⇡ 0.05. The possibilities with zero

probability now represent the violation of (total) energy, since for them we cannot infer �[�]
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from qA[�] + qB[�] � w[�].

7.4 Cumulants and derived quantities

The discussion through the tables in the last section is instructive to build intuition in the mi-

croscopic processes, but rapidly becomes impractical. Thus, for a lot of situations it is easier

to characterize fluctuations through cumulants and associated quantities. On this wise, I re-

serve this brief section to book-keep these quantities and provide their quantum mechanical

expressions.

First, I begin with the variance of a heat current

varqn = E[(qn � Qn)2] = E[qn]n
� Q

2
n, (7.47)

which, in accordance with the structure of the CGF (7.28), can be written as

varqn =
D
Hn(⌧)2 + H

2
n � 2Hn(⌧)Hn

E
� Q

2
n. (7.48)

Associated to the variance, I can define a figure of merit for the fluctuations of a given heat

relative to its average,

snrqn ⌘
varqn

Q2
n
, (7.49)

the so-called signal-to-noise ratio (SNR)4. Whenever the SNR is bigger than one the fluctua-

tions are dominant.

Consider now the covariance between two heat currents

covqnqm = E[(qn � Qn)(qm � Qm)] = E[qnqm] � QnQm, (7.50)

whose quantum mechanical form is given by

covqnqm = hHn(⌧)Hm(⌧) + HnHm � Hn(⌧)Hm � Hm(⌧)Hni � QnQm. (7.51)

Associated to the covariance, I also introduce the relative contribution of covariances w.r.t. the
4Some authors define the SNR as the inverse of this quantity.
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variance

corrqnqm =
covqnqm
p

varqnvarqm
2 [�1, 1], (7.52)

the so-called correlations.

All these quantities generalize in a straightforward manner to work in incoherent systems.

With those in hands, we will now be able to investigate the role of fluctuations of heat in the

SSDB model.

7.5 Steady-state fluctuations in the SSDB refrigerator

In the case of the SSDB model operating as a refrigerator, coherence is not a necessary ingredi-

ent and the desired task which one aims to achieve with such device does not rely on the concept

of work to be quantified. Intuitively, the e�ciency of such device is measured by the amount

of heat one has to inject through the cavity in exchange of heat flowing out of the cold bath.

The stochastic behaviour of these quantities can be fully described by the formalism developed

hitherto.

Di↵erent from the refrigerator discussed in Section 5.3, here I work in the finite ⌧ regime;

the only relevant di↵erence at the level of averages is that the transition to the refrigeration

regime is slightly displaced. Yet, in this regime, correlations are prone to emerge, in accordance

with the discussion in Section 7.2. Here, I denote the stochastic heats associated to baths A, B,C

as qA, qB, qC, in which I remind that C is the cavity photonic ensemble.
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Figure 7.4: Steady-state operation of the SSDB engine for �B = 0.1, �A = �C = 1.0,TA =

5,TB = 1,!3 = 5,!2 = 0.1, ⌧ = 1.0. (a) Operation at the level of averages, analogous to
Fig. 5.5. (b) SNR of each of the heat currents (log10 scale); all them diverge when the currents
are zero, but are represented as finite due to numerical truncation. (c) correlations between each
of the currents.

Figure 7.4 represents the SSDB engine operating with gB =
p

0.1, gA = gC = 1.0,TA =

5,TB = 1,!3 = 5,!2 = 0.1, ⌧ = 1.0. In (a) we see that slightly above TC = 5 all heat

currents change sign and the system operates as a refrigerator. In (b) we see that fluctuations

are dominant, for all heat currents (except for C when TC is very small). Notably, qB is the most

sensible to fluctuations and, excluding the vicinity of the divergent region, qA and qB fluctuate

less in the refrigeration regime than before the transition. Of course, this is not true for qC,

since in the refrigeration regime its temperature is high. Figure 7.4(c) the correlations between

these currents are remarkably sensible to the transition; of particular interest is the correlation

between qA and qC and between qB and qC. The first is very small for TC bellow the transition,

but dramatically increases through it. Its sign entails the fact that when qC deviates towards

bigger positive values, qA deviates in the opposite direction; it displays a minimum precisely

in the transition. It can also be compared with the SWAP engine studied in [133]; there, a

two-stroke engine is studied and, instead of a third bath, there is work introduced by a SWAP

between qubits, as in the present case the machine displays a negative correlation between

the hot bath’s heat and work (analogous to qC).The second correlation is a positive, encoding

the fact that the fluctuations in the photonic and cold bath agree in sign; in the refrigeration

region, when the photonic bath tends to lose quanta to the system, the cold bath tends to do so

simultaneously. The coincidences are yet less frequent between qA and qB, which tend to stay

with smaller (yet, always negative) correlations and much smoother in the region in which the

transition occurs; this entails the fact that the transport between A and B is mediated by C.
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7.6 Many collisions and the quantum Bayesian networks for-

malism

As a natural generalization of the framework presented hitherto, I now discuss the case that

we monitor the ancillae through many collisions. Although this scenario is not the focus of

this dissertation, I take the opportunity to introduce quantum Bayesian networks [43], which

provide a graphical representation of the stochastic evolution and make the manipulation of

many-collision expressions more pictorial. Notably, the quantum Bayesian network framework

will play a central role in addressing coherent systems in the next Chapter.

7.6.1 Bayesian networks

Consider a set of random variables x1, ..., xN . In general, their joint distribution is of the form

P(x1, x2.., xN) and it would factor out as P(x1)...P(xN) only in the case that they are all indepen-

dent. Of course, there could be many things in the middle.

In practice, we can formulate our model in terms of a graph, depicting the direct dependence

between each random variable. As an example consider Fig. 7.5.

x1 x2 x3 x4 x5

Figure 7.5: A simple example of a Directed Acyclic Graph. A arrow point to a node indicates
that pointed node is a child (cause) of the pointer, the parent node and thereby allow the pre-
scription of transition probabilities between childs and parents. The graph as a whole is dual to
a probability distribution which can be read from it.

This is a so-called directed acyclic graph (DAG) [134], each node represents a random

variable and, whenever an arrow is entering a node, it means such node is directly dependent on

the one from which the arrow originates; the latter are so-called parents. Conversely, the node

receiving the arrow is so-called child (w.r.t. that parent). In general, we can read from the DAG

the probability distribution

P(x1, ..., xN) =
NY

i=1

p(xi| all parents of xi). (7.53)
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In particular, Fig. 7.5 gives

P(x1, ..., x5) = p(x1)p(x2|x1)p(x3|x2x1)p(x4|x3x2)p(x5|x4x3). (7.54)

Bayesian networks can be written whenever a causal relation between random variables can

be established and does not form a cycle. For this reason its arrows are directional and the

transition probabilities are conditionals p(a|b), which is asymmetric in a$ b.

Hidden Markov Models

In a series of applications it is useful to introduce a hidden layer within a DAG, so that a hidden

model relates random variables which one is interested through other random variables. We can

have an event which we cannot directly probe, described by hidden random variables h1, ..., h5.

Yet, we can probe a property of each hi so-called a1. In this case, we can represent it as in Fig.

7.6.

h1 h2 h3 h4 h5

a1 a2 a3 a4 a5

Figure 7.6: A simple example of a Hidden Markov Model, which prescribes P(a1, .., a5). The
dashed layers are so-called hidden layers (hi) and ought to be marginalized in the probability
distribution read from the graph.

In this case we can write

P(h1, ..., h5, a1, ..., a5) = p(h1)p(a1|h1)
5Y

i=2

p(hi|hi�1)p(ai|hi), (7.55)

which, by marginalizing over the hidden variables, gives

P(a1, ..., a5) =
X

h1,...,h5

p(h1)p(a1|h1)
5Y

i=2

p(hi|hi�1)p(ai|hi). (7.56)

Equation (7.56) is the probability distribution associated with Fig 7.6, so that dashed lines rep-

resent the hidden layer and, formally, the associated nodes are ought to be marginalized.
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7.6.2 Quantum Bayesian network for a single collision

Consider now a single collision, as assumed throughout this Chapter. The reasoning established

here is valid for an arbitrary number of baths interacting with the system, but, for concreteness,

I assume that there are only two, i.e., ⇢E = ⇢th
A ⌦ ⇢

th
B . Then, the stroboscopic map writes

E(⇢S ) = TrAB{U(⇢th
A ⌦ ⇢

th
B ⌦ ⇢S )U†} =

X

�

M�⇢S M�, (7.57)

where � = (a, b, a0, b0) ⌘ (µ,µ0) and I have introduced the Kraus representation of the map

M� =
p

pa pb ha0b0|U |abi ⌘
p

pµ hµ0|U |µi . (7.58)

Note that each Kraus component provides the stochastic realizations of the dynamics under the

TPM. The objective of this Section is to introduce a graph representation of the stochastic evo-

lution, namely a quantum Bayesian network, PQBN[�], which reproduces the TPM distribution

PTPM[�] = pµ hµ0|TrS {U(|µihµ| ⌦ ⇢S )U†} |µ0i . (7.59)

For this sake, I first introduce the spectral decomposition of the system’s initial state

⇢S =
X

↵0

p↵0 |↵0ih↵0| , (7.60)

where |↵0i are generic eigenvectors, accounting for cases in which the system is coherent. I

now look at the stochastic evolution of a single choice of ↵0

|↵0i ! M� |↵0i . (7.61)

To define a proper evolved state, we then need to normalize the above, yielding

��� �↵1

E
⌘

M�q
h↵0|M

†

�M� |↵0i

|↵0i , (7.62)

which can also be written, by substituting Eq. (7.58), as

��� �↵1

E
=

M�p
p(�|↵0)

|↵0i , (7.63)
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where p(�|↵0) = pµ hµ↵0|U
†
|µ0ihµ0|⌦1S U |µ↵0i. Note that we can regard this term as a marginal

over an arbitrary basis through the resolution 1S =
P
� |�ih�|, i.e.,

pµ hµ↵0|U
†(|µ0ihµ0| ⌦ 1S )U |µ↵0i = pµ

X

�

| hµ0�|U |µ↵0i |
2 =

X

�

p(��|↵0). (7.64)

Further, observe that I use the notation
��� �↵1

↵
to emphasize that, in general,

⌦
↵0

��� �↵1

↵
, �↵0,↵1 .

Importantly, whenever we fix ↵0 and �, the state
��� �↵1

↵
is given and will be associated to condi-

tionals of the form p(...|↵1).

Below, I now show that this state provides a diagonal decomposition of the final conditioned

state of the system

⇢0S |� =
X

↵0

1
P[�]

M�⇢S M
†

� (7.65)

=
X

↵0

p↵0

P[�]
M� |↵0ih↵0|M

†

� (7.66)

=
X

↵0

p↵0 p(�|↵0)
P[�]

��� �↵1

ED
 �↵1

��� (7.67)

=
X

↵0

p(↵0|�)
��� �↵1

(↵0)
ED
 �↵1

(↵0)
��� , (7.68)

where I have used Eq. (7.63) and Bayes’ rule and emphasized that the evolved state
��� �↵1

↵
de-

pends on ↵0. Moreover, we have
P
� ⇢S |�P[�] = E(⇢S ) = ⇢0S .

With that, we have all the elements to write the graph-like representation for a single colli-

sion, which I depict in Fig. 7.7. Before writing the QBN distribution, note that in the picture in

Fig. 7.7(b) there are non-directional arrows connecting a0, b0 and ↵1; these arrows are causally

neutral, because they are associated to the measurement intervention and the only causality we

can establish is due to the unitary evolution. Formally, we no longer have a DAG, but we can

still consider the same ideas by regarding (a0, b0,↵1) as a (vector-valued) random variable5. We

shall refer to this structure as a quantum Bayesian network (QBN) henceforth, since it combines

the two fundamental state transformations of quantum theory in a graph-like representation6.
5In this case, the parental nodes can be connected to any of the child nodes (a0, b0,↵1), meaning they all share

the same parents due to the lack of causality between the childs.
6Undirected graphs (UGs) are referred as Markov networks. QBNs combine directed connections, associated

to time evolution and undirected connections, usually associated to simultaneous measurements. Formally, they
are so-called acylic mixed graphs.
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|ai

⇢S ⇢0S |�

|bi

|a0i

|b0i

(a)

↵0 ↵1

a a0

b b0

(b)
Figure 7.7: (a) Single collision under the TPM protocol. The baths are measured before and
after the interaction with S . The final state of S is thus conditioned to �. (b) Graphical model
describing the single collision. Dashed lines are marginalized variables; the sum over the hidden
layers restores the system’s states depicted in (a). The line without arrows is an undirected
connection.

The distribution associated to the graph is given by

PQBN[�] =
X

↵0,↵1

p↵0 pa pb p(a0b0↵1|ab↵0), (7.69)

where

pa pb p(a0b0↵1|ab↵0) = p(�↵1|↵0) = | h↵1|M� |↵0i |
2 = pa pb| ha0b0↵1|U |ab↵0i |

2. (7.70)

summing over |↵1i, we then have

PQBN[�] =
X

↵0

p↵0 pa pb ha0b0|TrS {U |ab↵0ihab↵0|U
†
} |a0b0i (7.71)

and, finally, summing over ↵0

PTPM[�] = Tr
⇣
M�⇢S M

†

�

⌘
= pa pb

X

↵0

p↵p(a0b0|ab↵0). (7.72)

7.6.3 Statistics of many collisions

Bearing the discussion of the last subsection, we are ready to consider multiple sequential col-

lisions. I shall go to the most general scenario now, in which I consider an arbitrary number of

collisions and reservoirs. As before, I denote the trajectory of the first collision as �0 ⌘ (µ0,µ
0

0),

where µ0 ⌘ (µ0
1, µ

0
2, ...). I now pack all environments in the (vector-valued) nodes in the Bayesian
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network in Fig. 7.8. The statistical dependence between environments in the same collision will

not be manifest in the graph, but this notation will keep the graphs simpler.

↵0 ↵1

�1

Figure 7.8: The quantum Bayesian network of a single stroke of our collisional model with
multiple baths. The nodes µ0 and µ00 encompass the TPM outcomes in all environments and are
summarized in a single node labeled �.

In the QBN scheme, the many collision case is just a concatenation of multiple graphs of

the form of Fig. 7.8. The outcome is depicted in Fig. 7.9

↵0 ↵1 ↵2 ↵3

�1 �2 �3

. . .

Figure 7.9: The quantum Bayesian Network of multiple collisions of the CM framework. For
multiple collisions one has to concatenate multiple single-collision graphs.

For N collisions, the associated probability distribution is then[120, 135]

P[�] =
X

{↵}

p↵0

NY

i=1

p(↵i�i|↵i�1), (7.73)

where I denoted {↵} = ↵0, ...,↵N . The underlying quantum evolution after N collisions is de-

scribed by multiple applications of E

⇢N
S = E

N(⇢0
S ) =

X

{�}

M�N ... M�2M�1⇢
0
S M
†

�1
M
†

�2
...M†�N

(7.74)

=
X

↵

p↵0

X

{�0}

... M�2M�1 |↵0ih↵0|M
†

�1
M
†

�2
...M†�N

, (7.75)
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where I denoted {�} = �0, �1, ... , �N . As before, at any collision we can define a normalized

state

��� ↵ j

E
⌘

M� jp
p(� j|↵ j�1)

��� ↵ j�1

E
=

Q j
i M� j

Q j
i

p
p(�i|↵i�1)

|↵0i . (7.76)

For simplicity, consider N = 2. We then have

PQBN[�] =
X

↵0,↵1,↵2

p↵0 p(�1↵1|↵0)p(�2↵2|↵1), (7.77)

with

p(�1↵1|↵0) = pµ1 |
⌦
µ01↵1

��� U
���µ1↵0

↵
|
2 (7.78)

p(�2↵2|↵1) = pµ2 |
⌦
µ02↵2

��� U
���µ2 ↵1

↵
|
2 (7.79)

= pµ2

��������
⌦
µ02↵2

��� U
���µ2

↵
⌦

0
BBBBBB@

ppµ1

D
µ01

��� U
���µ1

↵
p

p(�1|↵0)

1
CCCCCCA |↵0i

��������

2

(7.80)

=
pµ1 pµ2

p(�1|↵0)

����
⌦
µ02↵2

��� U
���µ2

↵
⌦

⇣⌦
µ01

��� U
���µ1

↵⌘
|↵0i

����
2
. (7.81)

By explicitly including the stochastic evolution, we eliminate the dependence in ↵1 of the second

term. In this manner, we find that the term conditioned in ↵1 only depends on ↵0 and we can

perform the sum over ↵1 in Eq. (7.77)

PQBN[�] =
X

↵0↵2

p↵0 pµ1 pµ2⇠⇠⇠⇠⇠⇠⇠⇠⇠:1P
↵1 p(�1↵1|↵0)

p(�1|↵0)

����
⌦
µ02↵2

��� U
���µ2

↵
⌦

⇣⌦
µ01

��� U
���µ1

↵⌘
|↵0i

����
2
, (7.82)

and over ↵2,↵0

PQBN[�] =
X

↵0

p↵0 pµ1 pµ2 Tr
n⌦
µ02

��� U
���µ2

↵ ⌦
µ01

��� U
���µ1

↵
|↵0ih↵0|

⌦
µ1

��� U†
���µ1

↵ ⌦
µ2

��� U†
���µ02

↵o
(7.83)

=
X

↵0

p↵0 Tr
n
M�2M�1 |↵0ih↵0|M

†

�1
M
†

�2

o
(7.84)

= Tr
n
M�2M�1⇢S M

†

�1
M
†

�2

o
= PTPM[�]. (7.85)

The argument goes the same way for an arbitrarily large chain of collisions; the last term in

the chain will always carry information about the whole process and cancel out the earlier terms.

The physical reasoning behind conditionals such as Eq. (7.82) is that we can only condition on
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the actual physical process, entailed by the state
��� �1

↵1

↵
— which is determined once we fix the

initial outcome ↵0 and measure �1 — while we can conjecture about its projections on |↵2i after

it has stochastically evolved through M�1 . In other words, when we condition on a node ↵n, we

exploit the fact that the state of the system is determined by the data in the past (↵0, �1, ..., �n)

and is not generally in a state in the base {|↵0i}↵0 , but when we are interested in the probability

of ↵n we conjecture about the projection of the system’s state on that base. Notably, such

conjecturing process is not an actual measurement and is not considered to have back-acted

in the further steps of the physical evolution. This peculiarity of QBNs will be discussed in

Chapter 8.

In summary, the above description provides a recipe to write a multi-collision TPM de-

scription inspired by directed acyclic graphs. Rigorously, quantum Bayesian networks are not

DAGs, but can be turned into DAGs if the non-causally connected nodes are regarded as a

vector-valued variable. Moreover, to write the correct distribution one has to account for the

actual states evolving in the hidden layer through the stroboscopic map governing the open-

quantum dynamics.

7.6.4 Minimal qubit example

Consider the CM for a qubit interacting with a single bath

HS = !S�
z
S + h�x

S , (7.86)

HA = !A�
z
A, (7.87)

V = g(��A�
+
S + �

+
A�
�

S ), (7.88)

H = HA + HS + V. (7.89)

By setting U = e�iH we obtain the steady-state ⇢⇤S = E(⇢⇤S ) with

E(⇢S ) ⌘ TrA{U(⇢th
A ⌦ ⇢S )U†}, (7.90)

where, as usual, the ancillae are identical. Here, I will explore the simplest scenario in which,

in the steady-state, Q , 0. For that, I set h , 0 and !S = !A the steady-state is coherent and we

again have heat and work.

Once we start monitoring collisions sequentially the system will deviate from the steady
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state; the initial measurement makes the ancillae either assume a spin up or spin down state with

Gibbs probabilities, and then, under sequential monitoring the ancillae are generally di↵erent.

For instance, suppose we monitor 3 sequential collisions starting from ⇢0
S = ⇢

⇤

S with outcomes

�1, �2, �3, where �i = (ai, a0i). Then, the system will evolve as ⇢0
S ! ⇢1

S |�1
! ⇢2

S |�1,�2
! ⇢3

S |�1,�2,�3
.

It is yet true that if we average over �1 we obtain

X

�1

P[�1] = ⇢1
S |�1
=

X

�1

P[�1]M�1

⇢⇤S
P[�1]

M
†

�1
(7.91)

= E(⇢⇤S ) = ⇢⇤S . (7.92)

And, should we average over �2, �3 we would find out that, even though the system stochasti-

cally deviates from the steady-state, the average over all realizations recovers the steady-state.

What happens with the heat exchanged? In general, it depends on the earlier collision.

Nonetheless, since on average we are at the steady-state, the average heat exchanged within

each stroke is equal Q0 = Q1 = Q2 = ..., if we start the monitoring at the steady-state. More

generally, it is true that, given we started at the steady-state, the random variables qi are iden-

tically distributed, i.e., P(qi) =
R hQ

j,i dq j

i
P(q1, q2, ..) = P(qk) 8i, k. However, they are still

correlated P(q1, q2, ..) , P(q1)P(q2)... . What I want to discuss here is whether a central-limit-

like behaviour emerges if we acquire the statistics of a large number of collisions and a large

variety of trajectories. In particular, the random variable which I will explore is

q̄[�] ⌘
1
N

NX

j=1

q[� j], (7.93)

where N is the number of collisions after the SS collision, q[� j] = a0j � aj and the distribution

of this quantity is simply

P(q̄) =
X

�

�(q̄ � q̄[�])P[�], (7.94)

P[�] =
X

↵

p↵
NY

i=1

p(a0i |ai↵i�1)pai (7.95)

Note that, since the average heat in each collision is the same, we already know that

E[q̄] = Q0 = Tr
n
HA(⇢0A � ⇢

th
A )

o
⌘ Q. (7.96)
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I now numerically construct the distribution of P(q̄) by sampling P[�]. That is, I use the QBN

distribution to randomly sample from P[�] for a large number of collisions, in each run I com-

pute q̄[�] and repeat the process many times to construct from the data the distribution. Fig-

ure 7.10 is a histogram for the probability density function of 2000 di↵erent trajectories each

with 2000 collisions. In it, I set excited ancilla population � = 0.4, !A = !S = h = g = ⌧ = 1.

Figure 7.10: Histogram for the probability density function of 1000 trajectories, each with 1000
collisions. I set � = 0.4, !A = !S = h = g = ⌧ = 1.0. A Gaussian function fit yields
P(q̄) = 28.0696e�2475.27(q̄�0.0418755)2 .

As we can see, the Gaussian function fits with good agreement. Where a Gaussian fit has

been employed

P(q̄) =
⇣p

2⇡�
⌘�1

exp
(
�

(q̄ � Q)2

2�2

)
, (7.97)

where the variance �2 and the average Q are given in Table 7.1, below. Further, in this table

I compare the mean, variance, skewness and kurtosis of the fit with the data. The skewness is

defined as

S kq̄ = E

2
66664
 

q̄ � Q
p

varq̄

!3377775 , (7.98)

and it quantifies the asymmetry of the data w.r.t. the average, for Gaussians, its value is always
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zero. The kurtosis is defined as

Ktq̄ = E

2
66664
 

q̄ � Q
p

varq̄

!4377775 , (7.99)

and it quatifies the "taildness" of the distribution, that is, the amount of data far from the average.

For Gaussians, its value is always three.

Table 7.1: Comparison between sampled data and Gaussian fit.

Mean Variance Skewness Kurtosis

Data 0.0420395 0.000215586 0.0439892 3.13239

Fit 0.0420396 0.000215469 0 3

As we see in Table 7.1 both mean and variance of the fit are in stark agreement with the

data. We can also use them to compute the SNR, which gives snrq̄ ⇡ 0.1 (averages domi-

nate fluctuations). Moreover, for Gaussians, every higher cumulant is the same regardless of

the parameters. In particular, the Skewness and Kurtosis further emphasize that the data is ap-

proaching a Gaussian; their mismatch is still manifest but likely to disappear by considering a

larger numbers of trajectories. From this analysis we see that, at the level of averages, the many

collision scenario inherits the behaviour of the steady-state. Since every univariate marginal

is equal, the variances and higher univariate cumulants are the same as the steady-state ones.

What is non-trivial is that the variance attained by the Gaussian is not manifestly related to the

fluctuations of a single steady-state collision. We can see this by computing

varq̄ =
X

�

P[�]
0
BBBBB@
X

i

q[�i] � Qi

N

1
CCCCCA

2

, (7.100)

where

X

�

0
BBBBB@
X

i

q[�i] � Qi

N

1
CCCCCA

2

=
1

N2

0
BBBBBB@

NX

i=1

(q[�i] � Qi)2 + 2
NX

i=1

i�1X

j=1

(q[�i]q[� j] � Qi
Q

j)

1
CCCCCCA , (7.101)

and then

varq̄ =
1

N2

0
BBBBBB@

NX

i=1

varqi + 2
NX

i=1

i�1X

j=1

covqiq j

1
CCCCCCA . (7.102)
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Now, since all variables are identically distributed, we have

1
N2

NX

i=0

varqi =
1
N

varq0, (7.103)

which vanishes in the limit of large N. The point which sets the statistics of q̄ apart from the the

statistics of q0 is precisely the remaining term; the covariances are in general distinct and the

number of covariances scales similarly to N�2. More concretely, consider upper(lower) bounds

for the covariances c+(�) ⌘ max(min){covqiq j
}i, j and then we have in the limit N ! 1

c�  varq̄  c+, (7.104)

where I considered that 2
PN

i=1
Pi�1

j=1 1 = (N � 1)N and that all variances and covariances are

finite. Thus, in general, this term contributes and its precise value depends on all covariances.

As we could see from the histogram, is still relevant. One could estimate it by considering that

such correlations are zero above certain threshold length. It is unclear in what circumstances

this can be done and it is an interesting line of investigation to understand the role of genuine

quantum e↵ects in the correlation length. Note that, since we started the monitoring in the

steady-state, cov(qi, qj) depends only on the distance | j� i|. The regime of multiple collisions is

particularly relevant since it is the same in which some steady-state fluctuation theorems have

been established [31, 110].
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Chapter 8

Quantum Bayesian networks for coherent

systems

Throughout a century of quantum mechanics, we have witnessed a plethora of experiments and

formal developments which, on the one hand, confirmed its marked distinction from classical

physics and, on the other hand, raised more and more questions regarding the classification

and quantification of genuine quantum features. Roughly, quantum mechanics can be regarded

as a non-commutative generalization of classical probability theory [136] and, whenever one

is interested in a single observable, A, it reduces to usual probabilities, p(a), in its spectral

representation. The moment one looks at multiple observables the situation is starkly di↵erent:

whenever [A,B] , 0 one cannot unambiguously prescribe a joint distribution, p(a, b), to the

spectra of A and B associated to a spectral decomposition.

When it comes to thermodynamics, the energy eigenbasis is particularly important. O↵-

diagonal elements with respect to such basis give rise to superposition and coherence, which

impair thermodynamic processes. Quantum mechanics, in its standard textbook state, is not a

theory of processes. Rather, it is a theory of unitaries and measurements. These transformations

are the cornerstones of thermodynamic processes, as it is the case of the TPM protocol. The

success of the TPM protocol in bridging the gap between classical, well established, fluctuation

theorems and their quantum formulations is simultaneously relieving and painful. The reason

is that, while it sets a commonplace for the two theories, it also leaves coherence uncovered.

Thus, a statistical description of genuine quantum-thermodynamic processes is still lacking.

This Chapter is devoted to the extension of probabilistic descriptions to the phenomena of

coherence. In particular, this issue arises naturally when trying to describe quantum work in
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initially coherent systems. We start by discussing fundamental limitations encoded in a no-go

theorem for quantum work [42], some of the proposals available in the literature and, finally,

the usage of quantum Bayesian networks to account for coherent work [43].

8.1 No-go theorem for quantum work

In this Section, I discuss the content of [42] and, as a more comprehensive reference, I also

point to Part II, Chapter 11 of [13].

For simplicity, consider the simple scenario of an isolated quantum system subjected to an

external drive for a time ⌧. All considerations are directly extensible to the general context we

have been discussing throughout this dissertation, i.e., open quantum systems involving heat and

whose work can originate from external drives or non-conservative interaction (see Section 4.3).

Let me discuss the main ingredients which one should require from a distribution of work,

P(w). First, whatever probabilistic description of work we choose must always recover the

correct average work, that is

E[w] =
Z ⌧

0
dwP(w)w = Tr{H(⌧)⇢(⌧) � H(0)⇢(0)}. (8.1)

Second, whatever P(w) must recover the quantum counterparts of classical FTs, those discussed

in Chapter 6. That is, for incoherent systems we must recover the results of the TPM protocol

PTPM(w) =
X

n0,n

�[w � (n0 � n)]PTPM[n0, n], (8.2)

with

PTPM[n0, n] = Tr
⇣
U
†⇧n0U⇧n⇢(0)

⌘
, (8.3)

where H(⌧) |n0i = n0 |n0i and H(0) |ni = n |ni.

Before giving the formulation of the no-go theorem, let me motivate it discussing some can-

didates and their shortcomings. When discussing heat in Section 7.1, we have already discarded

a prominent candidate, the operator of work (OW), W = H(⌧) � H. Similarly to heat, the TPM
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for incoherent systems provides a time-ordered structure for the generating function

GTPM(�) = Tr
⇣
e�U

†
H(⌧)Ue��H(0)⇢(0)

⌘
, (8.4)

while the operator of work has a GF of the form

GOW(�) = Tr
⇣
e�U

†
H(⌧)U��H(0)⇢(0)

⌘
, (8.5)

so that they can only agree if [H(⌧),H(0)] = 0, which is not generally true even for incoherent

states, ⇢(0) 2 I . Thus, the statistics of W disagrees with classical fluctuation theorems [82].

Now, let me discuss the limitations of the TPM protocol. Consider ⇢(0) 2 I , say ⇢(0) =
P

nm %nm |nihm| and apply the TPM to obtain

PTPM[n0, n] = Tr
⇣
U
†⇧n0U⇧n⇢(0)

⌘
= %nn| hn0|U |ni |2, (8.6)

Computing the average, we then find

E[w] = Tr(H(⌧)�⇢(⌧) � H(0)�⇢(0)), (8.7)

where �⇢(0) =
P

n %nn |nihn| , �⇢(⌧) = U�⇢(0)U†. That is, we do not attain the correct average.

Further, the whole statistics of coherent systems under the TPM protocol is devoid of initial

coherence

GTPM(�) = Tr
⇣
e�U

†
H(⌧)Ue��H(0)�⇢(0)

⌘
. (8.8)

A natural solution to this problem is to disregard the TPM protocol and simply define the

GF for the coherent case as [122]

G(�) = Tr
⇣
e�U

†
H(⌧)Ue��H(0)⇢(0)

⌘
. (8.9)

This solution works well to certain extent; it attains the correct average and recovers the TPM

for incoherent system. However, it has two drawbacks: it does not have a straightforward

measurement protocol associated to it and G(�) does not generally lead to positive probabilities.
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The negativeness can be spotted by rewriting Eq. (8.9) as

G(�) =
X

n0nm

e�(n0�n)%nm hn0|U |nihm|U† |n0i . (8.10)

In this way, we see that we have a quasi-probability weight P̃[n0, n,m] ⌘ %nm hn0|U |nihm|U† |n0i,

which can be negative and is generally complex. Then, its associated transform is a quasi-

probability distribution (QPD)[97, 98, 104–107, 122, 137–140]

P̃(w) =
X

n0,n,m

�[w � (n0 � n)]P̃[n0, n,m]. (8.11)

In fact, there is a whole zoo of QPDs which attain the correct average and agree with the TPM

distribution in incoherent systems. Below, I summarize a large class parametrized by ⇣ in the

GF

GQPD(�, ⇣) =
X

n0,n,m

exp
(

n0 �
 
n
⇣
+

m(⇣ � 1)
⇣

!)
P̃[n0, n,m]. (8.12)

Of particular relevance, is the case ⇣ = 2

GQPD(�, 2) =
X

n0,n,m

exp
⇢
n0 �

✓n
2
+

m
2

◆�
P̃[n0, n,m], (8.13)

which leads to the only real QPD among this class

P̃(w, 2) =
X

n0,n,m

�

"
n0 �

(n + m)
2

#
P̃[n0, n,m], (8.14)

the above is referred to as smeared QPD, due to the symmetry n$ m, and it is also by this virtue

that it can be shown to be real. To see this, we just have to symmetrize the sum
P

nm Mnm !

1/2
P

nm(Mnm + Mmn);

P̃(w, 2) =
X

n0,n,m

�

"
n0 �

(n + m)
2

#
Re

n
%nm hn0|U |nihm|U† |n0i

o
. (8.15)

Equation 8.15 originated in studies of FCS in coherent electron transport [97, 98]. It was later

used in thermodynamics to describe general work distributions [104–107, 138, 139]. In fact,

the quasi-probability Re
n
%nm hn0|U |nihm|U† |n0i

o
far precedes all these applications and is called
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Terletsky-Margenau-Hill (quasi)-distribution [137].

Quasi-probabilities are associated with weak-measurement protocols [141], which also makes

them strong candidates to account for coherent work and, although their interpretation is still

puzzling, a lot of progress has been made in understanding them, both theoretically and ex-

perimentally [142–144]. The negativity of QPDs has also been shown to witness contextuality

of work distributions [140] and later used to discuss generalizations of quantum fluctuation

theorems [122].

There seems to be no way to conciliate a (positive) distribution, the TPM protocol and a

correct average. This is the spirit of the no-go theorem for work [42], which states that this is

not just due to lack of e↵ort, but a fundamental impossibility once another technical requirement

is included. Below, I reproduce the theorem in the form presented in [13], rather than in the

original paper.

No-go theorem for work — Let PP(w) be a candidate of work distribution. There is no

prescription P which, for all ⇢(0), H(⌧), H(0), U, simultaneously satisfies

(I) The first requirement can be cast in two equivalent ways:

(i) PP(w) is a linear probability distribution. This corresponds to the assumption that

PP(w) is PP(w) > 0,
P

w PP(w) = 1 and linear under mixtures of ⇢. Linearity is

defined as: let Pi, i = 0, 1, 2 be prescriptions di↵ering only by the initial state ⇢i.

Then, if ⇢0 = �⇢1 + (1 � �)⇢2 with � 2 [0, 1], we demand that PP0 = �PP1 + (1 �

�)PP2 . This corresponds to the natural requirement that, if we condition the choice

of the protocol on a coin toss, the measured fluctuations are simply the convex

combination of those observed in the individual protocols.

(ii) There exists a Positive-Operator-Valued Measure (POVM), i.e., a set of positive

operators {Mw}, dependent on H(⌧), H(0) and U but not ⇢(0) that satisfy PP(w) =

Tr(Mw⇢(0)), with
P

w Mw = 1.

(II) Agreement with the TPM scheme for non-coherent initial states. The second requirement

is based on the assumption that the TPM scheme yields the correct statistics for diagonal

states, i.e.,

PP(w) = PTPM(w) 8⇢(0) such that [⇢(0),H(0)] = 0. (8.16)
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(III) Average energy changes are respected by the measurement process. Finally, we demand

that the average energy change predicted by P equals the average energy change induced

by U on ⇢(0)

X

w

wPP(w) = Tr
⇣
H(⌧)U⇢(0)U† � H(0)⇢(0)

⌘
, 8⇢(0). (8.17)

Requirements (II) and (III) are just the ones we have already discussed, and we shall take

them as lines we by no means want to cross. Requirement (I) is more subtle; in the form of (i)

it demands some reasonability and universality criteria that a distribution should satisfy; in [42]

this criteria is then shown to be equivalent to requiring that the protocol can be implemented

through a state-independent POVM. By violating (I), QPDs have been shown good prospects,

but they may cause discomfort by assuming negative probabilities. Here, we explore another

way of violating (I), which by its turn leads to positive probabilities.

8.2 Full statistics of work through Bayesian networks

The technique here discussed is not an original contribution of my work. It was envisioned by

Micadei et al. [43] to treat a mathematically similar problem, the prescription of a joint heat

distribution for two locally thermal states with initial global coherence. Using this technique,

they have extended the Jarzynsky-Wójcik FT to that scenario. It was later verified experimen-

tally in [145] and its relation with the no-go theorem has been recently discussed in [146]. This

Section also builds on the quantum Bayesian network formalism introduced in Section 7.6. I

start by generalizing it to work in incoherent systems and then extending it to coherent systems.

8.2.1 Incoherent work

Consider a single collision with an arbitrary number of baths of di↵erent temperatures ⇢E = ⇢lth,

with hµ| ⇢lth
|µi = pµ, µ = (µ1, µ2, ...) and the heat TPM outcomes entailed by � ⌘ (µ,µ0).

Let the system state be denoted by ⇢S 2 I , and I denote its spectral decomposition ⇢S =
P

n pn |nihn| in the energy eigenbasis H(0) |ni = n |ni. The system’s Hamiltonian is generally

time-dependent and, at the end of the collision, we have ⇢0S =
P

n0 pn0 |n0ihn0| with H(⌧) |n0i =

n0 |n0i; this also means that the stroboscopic map E is at least a maximally incoherent operation

(see Section 3.2.5).
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Note that, here, the bases {|ni}n, {|n0i}n0 correspond to the hidden layers in Subsection 7.6.2.

Yet, we are now interested in the augmented trajectory � ⌘ (�, n, n0). That is, we are interested

in the graph in Fig. 8.1

n n0

�

Figure 8.1: Quantum Bayesian network for an incoherent work distribution. It amount to re-
introducing the once hidden layer, and considering that the system is diagonal in the energy
eigenbasis.

whose associated distribution is simply

PQBN[�] = pn pµp(µ0n0|µn), (8.18)

that is, the once hidden layers are no longer marginalized. Similar to the discussion in Subsec-

tion 7.6.2, we then have that it coincides with a �-TPM distribution

PTPM[�] = pn pµ| hµ0n0|U |µni |2. (8.19)

8.2.2 Coherent work

The situation with coherent work is technically simple, but its meaning is tricky. In this Sub-

section I focus on the technical aspects and in the consistency of the framework.

Consider now a generic initial state ⇢S =
P
↵0 p↵0 |↵0ih↵0|. The idea here is to consider the

trajectory ⌦ = (�,↵0,↵1), augment it to the random variable ⌅ = (⌦, n0, n) in order to make

inferences about the random variable � = (�, n0, n). This is encoded in the following graph.
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↵0 ↵1

n n0

�

Figure 8.2: Quantum Bayesian network for a coherent work distribution. In this case, the system
remains evolving in its diagonal eigenbasis, in general not the energy eigenbasis. We then
conjecture about its projections on energy eigenstates without collapsing the the state which is
actually evolving for each initial possible ↵0.

Figure 8.2 depicts the QBN associated to coherent work. The associated distribution is then

given by

PQBN[�] =
X

↵0,↵1

p↵0 pµp(µ0↵1|µ↵0)p(n|↵0)p(n0|↵1). (8.20)

In Section 7.6 we already discussed the quantum mechanical structure of the first transition

probability in the above. Let us discuss the last two now. First, p(n|↵0) = | hn|↵0i |
2; second,

p(n0|↵1) =
���⌦n0

��� ↵1

↵���2 (8.21)

=
| hn0|M� |↵0i |

2

p(�|↵0)
(8.22)

=
| hµ0n0|U |µ↵0i |

2

p(µ0|µ↵0)
. (8.23)

Substituting in Eq. (8.20) and summing over ↵1 we obtain the coherent QBN

PQBN[�] =
X

↵0

p↵0 pµ| hn|↵0i |
2
| hn0µ0|U |µ↵0i |

2, (8.24)

The transition from Eq. (8.20) to Eq. (8.24) is non-trivial, mainly due to the rules associating

conditionals to their quantum counterparts. Yet, this transition is no longer necessary once we

understand Eq. (8.24). Basically, if we had actually measured the system we would have back-

action, i.e., the (invasive) TPM structure would emerge by simply substituting |↵0i ! |ni in the
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last factor of Eq. (8.24),

X

↵0

p↵0 pµ| hn|↵0i |
2
| hµ0n0|U |µni |2 = pµ hn| ⇢S |ni | hµ0n0|U |µni |2 (8.25)

= Tr
⇣
⇧µ0⇧n0U⇧µ⇧n⇢E ⌦ ⇢S⇧µ⇧nU

†⇧µ0⇧n0
⌘

(8.26)

= PTPM[�]. (8.27)

Conversely, the QBN can be regarded as the back-action free version of a �-TPM. The rationale

behind it will be discussed in the next Section, but for now the rule is basically forcing back-

action to not take place in the formal expression of the distribution.

Let me now perform some sanity checks. First, note that whenever ⇢S is incoherent we

have | hn|↵0i |
2 = �n↵0 and we obtain the TPM expression in Eq. (8.19). Moreover, should we

marginalize on n, n0 we would always recover

X

n,n0
PQBN[�] =

X

↵0

p↵0 pµ⇠⇠⇠⇠⇠⇠:1
Tr(|↵0ih↵0|) hµ0|TrS {U |µ↵0ihµ↵0|U

†
} |µ0i (8.28)

= pµ hµ0|TrS {U |µihµ| ⌦ ⇢S U
†
} |µ0i (8.29)

= PTPM[�], (8.30)

the �-TPM associated to heat exchange. Finally, let me show that the average work is correct;

consider w[�] ⌘ q[�] + n0 � n, thus

E[w] =
X

�

w[�]PQBN[�] (8.31)

=
X

�

P[�]z                                         }|                                         {X

↵0,n0,n

p↵0 pµ| hn|↵0i |
2
| hn0µ0|U |µ↵0i |

2 q[�] +
X

�

(n0 � n)PQBN[�] (8.32)

= Qtot +
X

�

(n0 � n)PQBN[�], (8.33)
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where Qtot =
P

iQi =
P

i Tr{HEi(⇢0 � ⇢)}. Considering now the remaining term, we have

X

�

(n0 � n)PQBN[�] =
X

µµ0↵0

p↵0 pµ⇠⇠⇠⇠⇠⇠:1
Tr(|↵0ih↵0|) hµ0|TrS {HS (⌧)U |µ↵0ihµ↵0|U

†
} |µ0i (8.34)

�

X

µµ0↵0

p↵0 pµ Tr(HS (0) |↵0ih↵0|) hµ0|TrS {U |µ↵0ihµ↵0|U
†
} |µ0i (8.35)

= Tr
⇣
HS (⌧)U⇢S U

†
⌘
�

X

↵0

p↵0 Tr(HS (0) |↵0ih↵0|)
⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠⇠:1
Tr

⇣
U⇢E ⌦ |↵0ih↵0|U

†
⌘

(8.36)

= Tr
⇣
HS (⌧)U⇢E ⌦ ⇢S U

†
⌘
� Tr(HS (0)⇢S ) = �U. (8.37)

Therefore,

E[w] = Qtot + �U =W. (8.38)

We have achieved a distribution of work which recovers the TPM distribution for incoherent

states, attains the correct average and is consistent with the �-TPM discussed in the previous

chapters.

To conclude the formal developments, I now provide the GF associated to w[�] = q[�] +

n0 � n,

GQBN(�) =
X

�↵

e�w[�] p↵0 pµ| hn|↵i |2| hµ0n0|U |µ↵0i |
2 (8.39)

=
X

�↵

p↵0 pµ Tr
⇣
e��HS (0)

|↵0ih↵0|
⌘
hµ0|TrS

n
e�HE+�HS (⌧)

U(e��HE |µ↵0ihµ↵0|)U†
o
|µ0i (8.40)

=
X

↵0

p↵0 h↵0| e��HS (0)
|↵0iTr

n
U
†e�(HE+HS (⌧))

Ue��HE (⇢E ⌦ |↵0ih↵0|)
o
. (8.41)

Lest we perform the remaining sum, we just need to note that h↵0| e��HS (0)
|↵0i =

⇣
e��HS (0)

⌘
↵0,↵0

is a matrix element (c-number), and can be then pushed inside the trace

GQBN(�) = Tr
⇣
U
†e�HE e�HS (⌧)

Ue��HED
h
e��HS (0)

i
⇢E ⌦ ⇢S

⌘
, (8.42)

where I use the special notationD [•] =
P
↵0 h↵0|•|↵0i |↵0ih↵0| to indicate the dephasing operator

with respect to the basis in which the initial state, ⇢S , is diagonal 1. Note that whenever such
1It should not be confused with the an arbitrary or energy dephasing, which I denote �(•).
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state is incoherent D does nothing to the exponential and we recover the GF associated to the

TPM prescription.

One should also note that this formalism can be generalized for many collisions by concate-

nating multiple graphs, in the same fashion of Section 7.6.

Finally, considering w ⌘ q + �u we have

P(w) =
Z

d�u dq �(w � �u � q)P(q, �u), (8.43)

P(q, �u) =
X

�

�(q � q[�])�(�u � �u[n0, n])PQBN[�], (8.44)

where �u[n0, n] = n0 � n. Combining the above

P(w) =
X

�

�(w � w[�])PQBN[�], (8.45)

where w[�] = q[�] + �u[n0, n].

8.2.3 Interpretation and connection with the no-go theorem

In the last Subsection, I have intentionally distinguished trajectories from random variables.

The reason is that, while the outcomes � can be interpreted as measurement outcomes of a

single shot experiment, n and n0 do not need to take part in it. To be more precise, the data

from n and n0 could be obtained from a di↵erent experiment, designed only for the purpose of

tomographying ⇢S and, once its matrix elements were determined, a table of transition prob-

abilities p(n|↵0) could be constructed. Once we come to measure �, these provide an extra

piece of information to determine P[�], without ever knowing which trajectory � the system

undertook. Indeed, giving up access to a trajectory is the toll we pay to thwart back-action in

the QBN description; faced with the impossibility of (non-invasibly) accessing what happened

we comply with describing what could have happened — the first is endowed with a notion

of a probability distribution constructed from repetitions of equal preparations of a single-shot

experiment, while the second subjectively establishes possibilities by considering data which

are fundamentally generated by quantum theory, but not necessarily in a single-shot. To further
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this reasoning, consider

PQBN[�] =
X

↵0

p↵0 pµ| h↵0|ni |2| hµ0n0|U |µ↵0i |
2; (8.46)

this prescription depends on the system’s state since we have to know the basis in which the

system is diagonal to measure it, that is, we violate (I) of the no-go theorem. Yet, this particular

violation does not make the QBN distribution negative. Let me rewrite the above in terms of

traces

PQBN[�] =
X

↵0

Tr
�
⇧n⇧↵0

�
Tr

⇣
U
†⇧µ0 ⌦ ⇧n0U⇧µ ⌦ ⇧↵0⇢E ⌦ ⇢S

⌘
. (8.47)

Rather than a single trace, we have the product of two, which can be interpreted as two sepa-

rate protocols (or experiments), in each experiment the protocol applied to |↵0i is distinct, i.e.,

in practice one needs two copies of |↵0i. Matching outcomes ↵0 are then interpolated through

Bayesian inference. Apparently, there seems to be no way to write the above as P[�] = Tr(K�⇢).

But, should it not be possible, would this make Eq. (8.47) not plausible? Consider a hypothetical

situation in which we want to measure a quantum system with an usual mercury thermometer

[experiment (1)]. At some point in history there were experiments establishing a correspon-

dence table between the height of the mercury column and the Celsius scale [experiment (2)].

This correspondence table is given in the context of experiment (1), which is concerned with the

unitary interaction between the mercury and the system of interest. By the time of experiment

(1), nobody cares about providing a POVM which describes experiments (1) and (2) altogether.

Nevertheless, one uses a subjective belief — the prior validation of experiment (2) — encoded

in the thermometer marks. The crucial point is that it does not necessarily make sense to provide

a POVM to an inference-based method and this does not hurt our everyday scientific practice.

By the contrary, Science is filled with Bayesian reasoning and it does not need to be embedded

in quantum theory. To better qualify Bayesian reasoning, I refer to the following quote.

“The abandonment of superstitious beliefs about the existence of Phlogiston, the Cosmic

Ether, Absolute Space and Time, . . . , or Fairies and Witches, was an essential step along the

road to scientific thinking. Probability, too, if regarded as something endowed with some kind

of objective existence, is no less a misleading misconception, an illusory attempt to exteriorize

or materialize our true probabilistic beliefs.(...)

Probabilistic reasoning—always to be understood as subjective—merely stems from our
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being uncertain about something. It makes no di↵erence whether the uncertainty relates to an

unforseeable future, or to an unnoticed past, or to a past doubtfully reported or forgotten; it

may even relate to something more or less knowable (by means of a computation, a logical

deduction, etc.) but for which we are not willing or able to make the e↵ort; and so on.” (de

Finetti [147])

Although de Finetti takes a rather liberal stance regarding the meaning of probabilities, it

would still be discomforting to conclude that no quantum experiment could sample the QBNs

discussed thus far. Fortunately, this is not the case [146]. To do that, we need to realize that

the traces in Eq. (8.47) can be thought as being performed over di↵erent copies of the system’s

Hilbert space, HS !HS 1 ⌦HS 2 . Doing so, we can write a single trace

PQBN[�] =
X

↵0

p↵0 Tr
n⇣

[U† ⌦ 1S 2]⇧µ0 ⌦ ⇧n0 ⌦ 1S 2[U ⌦ 1S 2]⇧µ ⌦ 1S 1 ⌦ ⇧n

⌘
⇢E ⌦ |↵0↵0ih↵0↵0|

o
.

(8.48)

Then, define the broadcast state ⇢bro ⌘
P
↵0 p↵0 |↵0↵0ih↵0↵0| 2 L

�
HS 1 ⌦HS 2

�
and the operator

K� ⌘ [U† ⌦ 1S 2]⇧µ0 ⌦ ⇧n0 ⌦ 1S 2[U ⌦ 1S 2]⇧µ ⌦ 1S 1 ⌦ ⇧n 2 L
�
HE ⌦HS 1 ⌦HS 2

�
and we have

PQBN[�] = Tr(K�⇢E ⌦ ⇢bro). (8.49)

In the original no-go paper [42] the authors have suggested a state-dependent protocol to

measure coherent work based on using multiple copies of the quantum system. In [146] the

connection between QBNs and the broadcast state suggests that entanglement between copies

allows going beyond the original proposal. The shortcoming of this method is that you cannot

sample the QBN distribution from the original system of interest. Note that we do not achieve

the form suggested in (ii) of the no-go theorem (pg. 114), PQBN[�] = Tr(K�⇢E ⌦ ⇢); instead,

we resorted to the preparation of a particular entangled state to book-keep copies of a projected

state, so that an extra measurement could be performed on the copy while the original state

keeps evolving without su↵ering the back-action from this extra measurement. Another way

to achieve this procedure is to perform post-selection; instead of considering a special initial

preparation ⇢bro, we consider a “measurement” ⇧↵0 ⌦⇧↵0 [146]. Indeed, we consider ⇧↵0 ⌦⇧↵00

and discard whatever data with ↵00 , ↵0. The QBN we have considered here is subtle because

it combines actual measurements (�-TPM) with inferred possibilities (which stem either from

prior characterization/di↵erent experiments or broadcast states/post-selection).

122



Quantum Bayesian networks for coherent systems

As a take-home message, we have discussed that the initial reasoning behind PQBN[�], ar-

guably, does not need to be embedded in a single quantum experiment to make sense. However,

it is not inconsistent with such program since one can provide a POVM to extract quantum

Bayesian networks. I also emphasize that the no-go result is not contradicted by the QBN for-

malism, since it depends on the system’s initial state and ⇢S = ↵⇢0S + (1 � ↵)⇢00S does not imply

that PQBN(⇢S ) = ↵PQBN(⇢0S ) + (1 � ↵)PQBN(⇢00S ), again violating one of the formulations of (I) in

pg. 114.

8.3 Application to the SSDB amplifier

Consider the SSDB amplifier introduced in Section 5.3, which generally operates in a coherent

steady-state. Here, I use this system as an illustrative example to compare four approaches to

the work distribution: quasi-probabilities (QPDs), quantum Bayesian network (QBNs), the (in-

vasive) two-point measurement (TPM) and the operator of work (OW). For that sake, I study the

statistics according to each prescription, PP, of the parameter h, which controls the amount of

coherence in the model (as reference for Crel(⇢S ) see Fig. 5.6(c)). In the QPD case, I concentrate

in the real QPD corresponding to Eq. (8.14).

We already know that, except by the TPM, all approaches coincide at the level of aver-

ages. For this reason, in Fig. 8.3, I plot the work variance and third moment varying h and the

generating functions for h = 2.0

Figure 8.3: In all plots, I set �A = 0.4, �B = 0.1, !3 = 2.0,!2 = 1.0 = g = ⌧. (a) Variance for
four approaches. (b) Third moment for four approaches. (c) Generating functions, where I fixed
h = 2.0. In the inset, I enlarge the region � 2 [0.75, 1.0] to highlight the distinction between the
plots.

Figure 8.3 highlights the di↵erences between all the descriptions. For the variance ,Fig. 8.3
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(a), they all coincide for h = 0, since at this point strict energy conservation is established. We

observe that the QBN has the biggest variance in all regions. Further, all the remaining curves

are very close to each other. In particular, OW and QPD overlap and are always lower than

the TPM variance. Indeed, QPD and OW variances coincide analytically, since I worked with

the QPD which has ⇣ = 2 (see Eq. (8.12)), yet coincidences do not survive in higher moments.

Figure 8.3 (b) displays the third moments, we see that this time OW is starkly di↵erent from the

rest. Bayesian networks, QPD and TPM remain close until h ⇡ 1.5, where QBN start to di↵er

from the others more significantly. The TPM and the QPD approaches neither coincide nor

bound each other. Finally, Fig. 8.3 (c) fixes h = 2.0 and depicts more generally the di↵erences

at the level of all moments. At this parameter choice the QBN approach is always steeper, and

the rest of the prescriptions are close to each other. In the inset we can distinguish between

them, with the TPM very close and higher than QPD and OW smaller than both.

Even in concrete cases, it is hard to spot the physical di↵erence from QPDs and QBNs,

which are the approaches which attain correct averages and agreement with classical FTs. In

general, the best we can say is that they provide di↵erent results and are associated to distinct

measurement protocols. Moreover, the QPD’s moments are di�cult to interpret in the usual

statistical sense due to the negativeness of quasi-probabilities.
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Chapter 9

The quantum mean-square predictor of

work

This Chapter is the main original contribution of this dissertation [45]. It is devoted to formulate

and solve the following problem: given one can measure the heats, what is the best she can

guess about work?

Before further discussing the problem, I shall mention that the techniques considered in

the last Chapter were not the only directions of investigation to avoid the enigma of quantum

work. Other approaches take a more pragmatic path and, instead of extracting all information

about the work distribution, they avoid some of the measurements in order to leave coherence

untouched. This track is also interesting for experimental reasons, since the TPM scheme is not

always easily implemented in the lab. For example, in [148], the authors provide a Jarzynski-

like equality for a driven closed system, in which the first measurement of the TPM protocol is

neglected. Later, this work was generalized to open quantum systems in [121]. In these cases

the equality has a correction term accounting for the neglected measurement, but it does not

destroy initial coherences.

In [121], they rely on guessing a distribution and then finding the best possible guess in the

sense of maximizing the von Neumann entropy. The spirit of such optimization task is to find

the most unbiased guess for an unknown distribution, while fixing some average quantities. We

have taken some inspiration from these works, but here we instead want to find the distribution

that better approximates the Bayesian network distribution without system measurements. In-

deed, we combine this class of methods with the QBN formalism discussed in the last Chapter.

As I have discussed in the previous Chapter, the shortcoming of the QBN approach is the real-
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izing the system measurements, although it provides a formally consistent probabilistic model.

The QBN model embeds a causal structure grounded in the underlying quantum channels, re-

produces the correct average and TPM for incoherent system; these therefore qualify it as a

robust model for work distributions, although it is manifestly hard to access in practice. This

leads us to the concept of statistical prediction, which will provide a systematic way of esti-

mating a distribution given limited information about it. As the main reference for statistical

prediction I follow Bickel and Doksum’s book [44]. After discussing its basic features, I formu-

late the problem in the thermodynamics context and develop its quantum version, which relies

on the QBN model and the Kraus operators generating the open system evolution. Finally, the

framework is applied to a qubit model and to the SSDB amplifier.

9.1 Statistical prediction

Suppose you are a Physics professor and you want to forecast the grades of the students in

their Physics (I) exam, which I name by a random variable Y . There is no way to obtain this

data, since the exam has not been applied yet. So, you consider another set of data, the grades

the same students had in their Physics test for the college admission, which I call a random

variable X. These two sets of data are arguably correlated, and jointly described by a distribution

P(X,Y) , P(X)P(Y). Statistical prediction [44] consists in exploiting such correlations to guess

Y based on X. Formally, we need a function g(X) which predicts Y; further, we also need a

figure to quantify “best”. Note that, prior to the solution of the problem, we also assumed the

existence of some model P(X,Y) which relates X and Y , although we do not have access to the

data Y . The model expresses our beliefs about the distribution based on general principles or

other subjective beliefs.

The concept of best, or optimal, that I assume here is based on the mean-square error

(MSE)1:

✏2
MSE(Y, g(X)) ⌘ E[(Y � g(X))2], (9.1)

1The MSE is the Euclidean squared-distance equivalent for random variables. The method presented here gen-
eralizes to other notions of distance, but the MSE is the traditional measure in mathematical theory of prediction,
whose deepest results build upon [44].
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with E[•] =
R

dXdY • P(X,Y). That is, we want the function fopt(X) such that

E[(Y � g(X))2] � E[(Y � fopt(X))2], 8g. (9.2)

Note that, since P(X,Y) � 0 the RHS of the inequality is always non-negative. This is a trivial

remark in the realm of statistics, but once we put it in the perspective of QPDs it will come

relevant. Starting from a simplified case, suppose g(X) = c, that is, a constant and define

Y = E[Y]. Then, writing Y � c = Y �Y +Y � c we have

E[(Y � c)2] = E[(Y �Y)2] + (Y � c)2 + 2(Y � c)⇠⇠⇠⇠⇠⇠:0
E[Y �Y] (9.3)

= E[(Y �Y)2] + (Y � c)2
� E[(Y �Y)2], (9.4)

with equality i↵ c = Y. Then, the constant which better approximates Y is its average Y.

Now, consider the univariate distribution P(Y |X), with an associated averaging operation

E[•|X]. The above reasoning for constants apply also to this case since X is given, by consider-

ing the (conditioned) average Y(X) ⌘ E[Y |X]. Thus,

E[(Y � g(X))2
|X] = E[(Y �Y(X))2

|X] + (g(X) �Y(X))2 (9.5)

=

Z
dYP(Y |X)(Y � g(X))2 + (g(X) �Y(X))2. (9.6)

Now, multiply both sides by P(X) and integrate over dX to obtain

E[(Y � g(X))2] =
Z

dXdYP(Y |X)P(X)(Y � g(X))2 +

Z
dXP(X)(g(X) �Y(X))2 (9.7)

= E[(Y �Y(X))2] + E[(g(X) �Y(X))2], (9.8)

where Bayes’ rule, P(X,Y) = P(Y |X)P(X), is regarded. Thereof, we have the inequality

E[(Y � g(X))2] � E[(Y �Y(X))2] , 8g, (9.9)

which guarantees that fopt(X) = Y(X); i.e., the conditioned average is the optimal mean-square

predictor (MSP).

Let me consider a limiting situation in which we can find a function f (X) = Y , we then have

that the optimal prediction is exact: ✏2
MSP = E[( fopt(X) � Y(X))2] = 0. All the mathematical
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results from this section can be derived in a more rigorous way in [44]. In physical situations,

this can be traced back to exploiting some kind of symmetry (see Subsection 7.3).

9.2 The quantum mean-square predictor of work

We are now ready to formulate and answer the main question of this Chapter. Suppose we

have a quantum systems coupled to an arbitrary number of environments, exchanging heat qi

with each of them, and let again q = (q1, q2, ..). Suppose now that one cannot measure the

system energy changes together with heat, but still needs to estimate work. That is, we want the

functionW(q) which minimizes the mean-square error

✏2 =

Z
dw

⇥
w �W(q)

⇤2 P(w, q), (9.10)

or, equivalently2,

✏2 =

Z
dq d�u

⇥
q + �u �W(q)

⇤2 P(q, �u). (9.11)

According to the last section, the mean-square predictor must be the conditioned average of w.

With respect to the distribution P(q, �u) this is

Wopt(q) =
Z

d�u (q + �u)P(q, �u|q), (9.12)

where I have used Eq. (8.43). We then have that

Wopt(q) = q +
Z

d�u �u
P(q, �u)

P(q)
. (9.13)

2

P(w, q) =
Z

dq0 d�u �(q � q0)�(w � �u � q0)P(q0, �u) =
Z

d�u �(w � �u � q)P(q, �u),

then
✏2 =

Z
dw[w �W(q)]2P(w, q) =

Z
d�u

Z
dw [w �W(q)]2�(w � �u � q)P(q, �u).

Integrating over dw then leads to Eq. (9.11).
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where P(q, �u) is given by the QBN distribution

P(q, �u) =
X

�

2
666664
Y

i

�[qi � (µ0i � µi)]
3
777775

|                     {z                     }
⌘�(q�q[�])

�[�u � (n0 � n)]PQBN[�]. (9.14)

Then, combining Eqs. (9.13) and (9.14) and integrating in �u we have

Wopt(q) = q +
1

P(q)

X

�

�(q � q[�])
X

n0,n

(n0 � n)PQBN[�], (9.15)

where I have again denoted � = (µ,µ0) = (µ1, µ2, ..., µ01, µ
0

2, ...) and � = (�, n, n0). I now derive

its quantum-mechanical expression, by working the last term in Eq. (9.15)

X

nn0
(n0 � n)PQBN[�] =

X

nn0↵

(n0 � n)p↵pµ| hn|↵0i |
2
| hµ0n0|U |µ↵0i |

2 (9.16)

=

 X

↵

p↵pµ hµ0|TrS

⇣
HS (⌧)U |µ↵0ihµ↵0|U

†
⌘
|µ0i (9.17)

�

X

↵

p↵pµ h↵0|HS (0) |↵0i hµ
0
|TrS

⇣
U |µ↵0ihµ↵0|U

†
⌘
|µ0i

!
(9.18)

= pµ Tr
⇣
HS (⌧) hµ0|U |µi ⇢S hµ|U

†
|µ0i �D [HS (0)] hµ|U† |µ0i hµ0|U |µi ⇢S

⌘
,

(9.19)

where D(•) ⌘
P
↵ h↵0| • |↵0i |↵0ih↵0|. By defining M� ⌘

ppµ hµ0|U |µi and substituting back in

Eq. (9.15) we find

Wopt = q +
1

P(q)

X

�

�(q � q[�]) Tr
⇣
HS (⌧)M�⇢S M

†

� �D[HS (0)]M†�M�⇢S

⌘
(9.20)

= q +
1

P(q)

X

�

�(q � q[�])
*
M
†

�HS (⌧)M� �
1
2

n
D[HS (0)],M†�M�

o+

⇢S

. (9.21)

Our main result can now be summarized as follows
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Quantum mean-square predictor of work — The predictor of workWopt(q) which

minimizes the mean-square error, Eq. (9.11), is

Wopt(q) = q +
1

P(q)

X

�

�(q � q[�])
*
M
†

�HS (⌧)M� �
1
2

n
D[HS (0)],M†�M�

o+

⇢S

. (9.22)

Equivalently [45], the predictor of workWopt[�] which minimizes the mean-square error

✏QBN

✏2
QBN =

X

�

(w[�] �W[�])2PQBN[�]. (9.23)

is

Wopt[�] = q[�] +
1

P[�]

*
M
†

�HS (⌧)M� �
1
2

n
D[HS (0)],M†�M�

o+

⇢S

. (9.24)

9.2.1 Discussion

At this point, we must note that the above results are much more general than the collisional

model framework. There are various ways in which one can generate the same quantum channel

M� and we could have derived a similar result based on considerations associated to other open

quantum system approaches. This makes the QMSP extremely general and suited to several

kinds of applications.

The first way to cast the result, Eq. (9.2), highlights that the prediction of work is based

primarily on the heat measurements, and not on the TPM scheme. As we will further discuss in

the following applications, one does not necessarily measure or cast heat exchanges in terms of

TPMs. On this wise, I would like to emphasize the following picture:

prediction
z   }|   {
Wopt(q) = q +

1
P(q)|    {z    }

experiment

modelz                                                                   }|                                                                   {
X

�

�(q � q[�])
*
M
†

�HS (⌧)M� �
1
2

n
D[HS (0)],M†�M�

o+

⇢S

. (9.25)

Our model is constituted by some prior characterization involving ⇢S , HS and eventually the

�-TPM protocol. Once the model is settled, we can collect data in the lab to establish P(q).
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Whether the precise experiment we perform is the �-TPM or not is unimportant, as long as we

are able to measure q, construct an histogram for P(q) and check if it agrees with the theoretical

predictions of the �-TPM. In general, the TPM has more information than we need if we are

interested in heat and work. If the Bohr frequencies µ0i � µi are degenerate3, there are several

pairs (µi, µ0i) associated to each qi[�] and we do not need to distinguish them to attain the desired

prediction of work.

However, the TPM is still appealing since it connects heats with observables and I now resort

to the formulation in Eq. (9.24) to discuss the intuition behind the result. For this sake, I review

some central ideas discussed throughout this dissertation. For simplicity, let me consider the

CM framework and suppose that ⇢S is the steady-state, ⇢⇤S . I also consider HS time-independent.

At the level of averages, we have the first law

Qtot =W, (9.26)

which means that we can infer work exactly by measuring heats. When it comes to fluctuations,

the situation gets more involved; although �U = 0, internal energy changes still fluctuate and

pose a problem to infer work from the first law. But, exploiting certain properties of the evolu-

tion map (see Subsection 3.2.5), we can still infer work under certain conditions. For instance,

when we have [HE + HS ,U] = 0,

q[�] + �u[n, n0] = 0 = w[�], 8� s.t. P[�] , 0. (9.27)

This assures that work is not only zero but does not fluctuate too and we can exactly determine

it. This is the case in which the stroboscopic map is an incoherent operation (see Chapter 3).

In some cases, we can still infer work exactly with [HE + HS ,U] , 0. This can be done

if a conserved quantity that allows the elimination of system’s degrees of freedom from w[�]

can be constructed. In practice, this allows the assignment f [�] = �. This situation fits some

incoherent steady-states, as discussed in Subsection 7.3, a case interesting by itself, since it can

reduce the amount of measurements needed to obtain a work distribution.

Suppose now we cannot measure the system and we cannot in general eliminate the system

variables. For example, if the system of interest is too complicated to find suitable conserved

quantities and we cannot measure it for some experimental limitation. Or, if quantum mechan-
3Note that this can happen regardless of the environment Hamiltonians being degenerate.
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ics flaunts the impasse of energetic coherences. We have to deal with the fact that we will not

dispose of the complete information and start to make guesses. First, we can just roughly set

internal energy fluctuations to zero, and estimate work fluctuations directly from w[�] ⇡ q[�].

Or, in the case we are not in the steady-state we would estimate w[�] ⇡ q[�] + �U, using the

knowledge of the average. But, even in the steady state, we can update our knowledge about

the internal energy fluctuations beyond averages, based only on the information acquired about

heats; this leads to the refinementW[�] = q[�] + �U[�]. The QMSP of work is the formal-

ization of this idea, it shows that the optimal way to update information about the system’s

energy based on heat outcomes is the conditioned average and accompanies a systematic way

to track the precision of such guess. The MSE is an important technical piece, since it provides

the necessary frame of optimization to derive the QMSP but, from the physical standpoint, the

QMSP is itself meaningful: it sits in a middle step between the average first law and a “com-

plete” stochastic formulation of it. Since a “complete” stochastic first law misses out the role of

coherence, the QMSP can be regarded as a stochastic first law which accounts for coherence in

an optimal way.

Another central aspect of the method presented here is the probabilistic model we have

used as the background. In classical scenarios, the background model could be better or worse

depending on how we use it to encode our beliefs about the object of description. But a classical

mindset allows one to blame herself for not being able to provide the greatest probabilistic

model, maybe due to the lack of technology or team to collect data. As we have seen in the

previous Chapter, there are a couple di↵erent ways in which one can ascribe (quasi) probabilities

to work, but neither of them is perfect due to fundamental limitations. In fact, there are roughly4

two possibilities if we want to produce correct averages and agree with classical FTs: QBNs

and QPDs. One now may then wonder whether we could have developed a QMSP based on a

QPD. We can indeed always produce a legit conditioned average. For instance, according to the

QPD of the form in Eq. (8.14) we would have

W[�] = q[�] +
1

P[�]

*
M
†

�HS (⌧)M� �
1
2

n
HS (0),M†�M�

o+

⇢S

, (9.28)

which is the same result of the incoherent case of the QBN formalism. Yet, the anti-commutator
4As pointed in [122], QBNs can be classified, together with other techniques not discussed here, as methods

lacking �-additivy. In the same way, there are di↵erent types of QPDs and measurements schemes not considered
here [13]. These sets of methods represent di↵erent ways of violating (I) of the no-go theorem. For simplicity, I
contrast only QBNs and QPDs as representatives.
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⌧/2 ⌧
t

E

0

|1i

|0i

!(t)

Figure 9.1: Avoided crossing scenario for a single qubit.The energy gap between the qubits,
!(t), is varied through a time interval [0, ⌧], so that at t = ⌧/2 the jump probability is arbitrarily
large.

here enforces the fact the [⇢S ,HS (0)] = 0, while in the general QBN case [⇢S ,D[HS (0)]] = 0.

The structure of such QPD’s conditioned average was discussed in [149], where instead of

heat baths the Kraus components encode a generic measuring apparatus, associated to weak-

measurement schemes. However, the usage of QPDs has a shortcoming in the viewpoint of

statistical prediction: we cannot assure that the conditioned average is the optimal predictor.

This subtlety comes from inequality (9.2), whose RHS is only guaranteed to be positive be-

cause the probabilities are positive. Thus, the lower bound provided by the QPD’s conditioned

average may have an absolute value greater than some other candidate, thereby making a non-

optimal prediction. Therefore, it is unclear in what circumstances the technique here presented

is applicable to QPDs and Bayesian networks stand as the natural language to safely work with

traditional inference methods.

9.3 Minimal qubit example: two-step processes

Before applying the QMSP to a more complicated system, we need to develop some intuition

on how it works. This application also connects our framework with certain experimental im-

plementations [26], and allows looking beyond the CM framework.

Consider a system and a bath, namely S and E with ⇢S an arbitrary state and ⇢E = ⇢th
E . They

interact through an unitary map which we can be split in two parts, U = Uh(1E ⌦ Uw).

The first part, Uw 2 L(HS ), encompasses a pure work protocol in S which always leads

to energy jumps in the system. It can be implemented through Uw = T e�i
R ⌧

0 dtHS (t), but what

matters is that, given initial system energy eigenstu↵ HS (0) |nii = ni |ni, they are modified to
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HS (⌧) |m0i = m0 |m0i. This is the case of an avoided crossing protocol in a qubit [26], as depicted

in Fig. 9.1; during the interval [0, ⌧/2], the gap is decreased and by t = ⌧/2 the probability of

a jump (either from the excited to the ground or vice-versa) reaches 1 and, because a jump has

certainly occurred (either if we start with an excited or a ground state), and the levels split again

during the remaining interval [⌧/2, ⌧] instead of crossing each other. For qubits, the simplest

way to summarize this process is Uw = �x
S .

The second part, Uh entails only heat exchange between E and S , i.e., it satisfies [HA +

HS (⌧),Uh] = 0. In the case of a qubit, we can also use a simple unitary to implement this, a

swap

Uswap =

0
BBBBBBBBBBBBBBBBBBBBBBB@

1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

1
CCCCCCCCCCCCCCCCCCCCCCCA

. (9.29)

The swap can be viewed as a limiting case of the same kind of interaction we have been studying

in most examples, we can see this by writing

eig(��S�
+
E+�

+
S�
�

E) =

0
BBBBBBBBBBBBBBBBBBBBBBB@

1 0 0 0

0 cos g i sin g 0

0 i sin g cos g 0

0 0 0 1

1
CCCCCCCCCCCCCCCCCCCCCCCA

, (9.30)

in which we appropriately choose g and ignore a phase factor. In practice, the physics behind the

present choice of U is very close to what we have been discussing throughout this dissertation,

with the roles of work and heat separated in di↵erent steps.

What will be a little bit di↵erent is that, instead of the steady-state, we study a generic initial

state. For qubits, a generic state can be parametrized in the following way; we start with a

diagonal state Diag{(1� s)/2, (1+ s)/2} with s 2 [0, 1], in the computational basis {|1i , |0i} and

then perform a general rotation in the Bloch sphere, producing

⇢S =
1
2

0
BBBBBBBB@

1 + s cos ✓ se�i� sin ✓

sei� sin ✓ 1 � s cos ✓

1
CCCCCCCCA . (9.31)

For simplicity, I set henceforth � = 0. In this manner, ✓ is responsible for tracking coherence
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(✓ = 0, ⇡ give incoherent states). Moreover, HS (⌧) = HS (0) = !�+S�
�

S = ! |1iS h1| and HE =

!�+E�
�

E = ! |1iE h1|.

In this scenario, although we have [HA + HS (⌧),Uh] = 0 and hence the map will reduce the

system’s coherence, we still cannot measure the system non-invasively if we want to maintain

initial coherence in the process. Yet, since energy is conserved, we can still know the allowed

values of stochastic work when ✓ = 0, w[�, n, n0] = q[�] + n0 � n with q[�] = µ0 � µ, where n0 is

an energy outcome of the system in the end of the heat exchange. The predictor of work can be

written through the operators M� = N�Uw, with N� = Nµµ0 =
ppµ hµ0|Uh |µi. For Uh = Usw we

have that

N11 =
p
�E |1ih1| , N10 =

p
�E |1ih0| , (9.32)

N01 =
p

1 � �E |0ih1| , N00 =
p

1 � �E |0ih0| , (9.33)

where �E = p1 = e��E!/Z. Then, if we diagonalize ⇢S , according to the Eq. 9.24, we have all

the necessary elements to construct the predictor of work analytically. The results are compiled

in Table 9.1 [45].

µ! µ0 n! m0 ! n0 P[�] q[�] Wopt[�](✓ = 0) Wopt[�] w[�, n, n0]

0! 0 1! 0! 0 (1 � �E)(1 � s cos ✓)/2 0 �!
⇣

1+s
1�s

⌘
�
!
4

⇣
3+4s cos ✓+cos(2✓)

4(1�s cos ✓)

⌘
�!

0! 1 0! 1! 0 (1 � �E)(1 + s cos ✓)/2 ! ! !
⇣
1 � sin2 ✓

2(1+s cos ✓)

⌘
!

1! 0 1! 0! 1 �E(1 � s cos ✓)/2 �! �! �!
⇣
1 � sin2 ✓

2(1�s cos ✓)

⌘
�!

1! 1 0! 1! 1 �E(1 + s cos ✓)/2 0 !
⇣

1�s
1+s

⌘
!
4

⇣
3�4s cos ✓+cos(2✓)

4(1+s cos ✓)

⌘
!

Table 9.1: Trajectories and predicted work for the minimal qubit model. The second column il-
lustrates the only possible system trajectory in the incoherent case. Since both the work protocol
and system-bath interaction involve only complete transitions, there will be only one possible
path n! m0 ! n0 for each µ! µ0. In general, there would be multiple such paths.

Let me start discussing the incoherent case. First, observe that whenever there is a transition

in the baths (column 1, lines 2 and 3), the incoherent predictor (column 5) corresponds to the

exact work (column 7, lines 2 and 3). The reason is that, since both systems are qubits and we

have SEC, the only way in which q[�] = ±! is if the work is n0 � n = ±!. That is, knowing the

energy variation in the baths fully determines work. Now, consider the remaining transitions

which take q[�] = 0 (column 1, lines 1 and 4); their predicted work disagrees with the stochastic

work and they should: knowing that no heat was transferred is insu�cient to tell in which state
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the system was without measuring it, since it could be in either or even in a mixture. That is

precisely the content of the predictor (column 5, lines 1 and 4): the value is weighted by the

amount of mixedness of the system’s state.

At this point, the analysis of the incoherent case is paramount, because through it we re-

alize that the trade o↵ for not measuring the system is that we end up capturing the statistical

structure of the density matrix of S in the predictor. Crucially, this intuition is inherited by the

coherent case. As we see in column 6, the predictor captures quantum coherence by depending

on the parameter ✓. Heuristically, coherence is expected to allow something beyond what is

found in column 7, since those integer multiples of ! are raw algebraic combinations of energy

eigenvalues, which do not comprehend superpositions of the associated eigenvectors. Had we

measured the system we would have spoiled such feature. To quantify this intuition, I plot in

Fig. 9.2[45], for each heat trajectory, the mismatchWopt[�] � w[�, n, n0], in the relevant cross

section of the Bloch sphere, i.e., the axes
D
�x

S

E
= s sin ✓,

D
�z

S

E
= s cos ✓.

Figure 9.2: The di↵erenceWopt[�] � w[�, n, n0] (in units of !) between the predicted and the
actual work values for each pair (µ ! µ0), from Table 9.1, as a function of s and ✓. In (0 ! 0)
and (1 ! 1) the plots were clipped because the di↵erence actually grows unboundedly, which
would hamper the visualization.

Figure 9.2 represents the mismatch between predicted stochastic work and the predictor

of work. The processes (0 ! 1) and (1 ! 0), at the axis
D
�x

S

E
= 0 (incoherent) match the
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stochastic work; whenever we deviate from this axis, we see a mismatch emerging, either due

to quantum coherence or to the mixedness of the state. For (0! 0) and (1! 1) we see a stark

mismatch in the red and blue regions, respectively. The white regions display divergences in

the predictor of work, because these processes have P[�] = 0; the predictor is normalized by a

factor (P[�])�1 and such divergent processes are thus non-physical.

9.4 Application to the SSDB amplifier

Finally, I apply the QMSP predictor to a scenario in which heat and work take place concomi-

tantly (see Chapter 5 for details on the model). At a first moment, I discuss the LME limit of

the SSDB model [45], in which the QMSP has fewer non-trivial realizations, and then move

to the finite time collision regime. I concentrate in the SSDB amplifier, which is our minimal

autonomous engine operating in a coherent steady-state.

9.4.1 Local Master Equation limit

As in the minimal qubit case, the first step is to construct the Kraus components decomposing

the evolution map in terms of bath energy outcomes. For this purpose, we begin by recalling

the LME description of the model (see Section 5.3)

⇢̇S = �i[HS , ⇢S ] +DA(⇢S ) +DB(⇢S ), (9.34)

HS = !3N3 + !2N2 + hCx, (9.35)

DA(⇢S ) = g2
"
(1 � �A)

 
A⇢S A

†
�

1
2

n
A
†
A, ⇢S

o!
+ �A

 
A
†⇢S A �

1
2

n
AA
†, ⇢S

o!#
, (9.36)

DB(⇢S ) = g2
"
(1 � �B)

 
B⇢S B

†
�

1
2

n
B
†
B, ⇢S

o!
+ �B

 
B
†⇢S B �

1
2

n
BB
†, ⇢S

o!#
, (9.37)

where A is the hot bath and B is the cold bath. In Section 4.4, we have discussed how heat and

work can be cast solely in terms of system quantities. In the present case, this is possible if we

identify HS = H
0
S + G with G = hCx and we then have heat rates

Q̇A = �Tr
n
H

0
SDA(⇢S )

o
, (9.38)

Q̇B = �Tr
n
H

0
SDB(⇢S )

o
. (9.39)
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Remembering that A = |3ih1| ,B = |2ih1|, we end up with

Q̇A = !3
⇥
(1 � �A) h3| ⇢S |3i � �A h3| ⇢S |3i

⇤
= �

d
dt
h3| ⇢S |3i , (9.40)

Q̇B = !2
⇥
(1 � �B) h2| ⇢S |2i � �A h2| ⇢S |2i

⇤
= �

d
dt
h2| ⇢S |2i . (9.41)

In this system, the heat exchanges associated to bath A can attain three di↵erent realizations:

±!3 and 0. This can be inferred only by considering that DA couples do 3 $ 1, and a similar

reasoning applies to the remaining heat. Based on that, we can prescribe unravelings of the

LME labelled according to the heat exchange they encompass. To see this, we go back one step

in the CM derivation (see Appendix B.3), and re-introduce the first order dependence in ⌧

�⇢S = E(⇢S ) � ⇢S = �i⌧[HS , ⇢S ] + ⌧DA(⇢S ) + ⌧DB(⇢S ). (9.42)

We note that the operators associated to (non-zero) stochastic energy changes are those of the

form X⇢S X
† in Eqs. (9.36),(9.37). The remaining changes in the state ⇢S are associated to zero

energy changes. In this manner, I decompose the evolution in the following operators, labeled

according to the heat outcomes they provide, M(qA, qB);

M1 ⌘ M(�!3, 0) = g
p
�A⌧ |3ih1| , M2 ⌘ M(!3, 0) = g

p
(1 � �A)⌧ |1ih3| , (9.43)

M3 ⌘ M(0,�!2) = g
p
�B⌧ |2ih1| , M4 ⌘ M(0,+!2) = g

p
(1 � �B)⌧ |1ih2| , (9.44)

M0 = 1S � i⌧HS �
1
2

4X

j=1

M
†

jM j. (9.45)

That is, a jump from 1 ! 3, M1, in the system is associated with a decrease of �!3 in the

bath A’s energy, while a jump 3 ! 1, M2, is associated to an increase +!3 in the bath A’s

energy. Similarly changes M3,M4 in the system are associated with �!2,+!2 in the bath B,

respectively. Further, note that the probability distribution associated to each of these processes

writes Pj = Tr
⇣
M j⇢S M

†

j

⌘
, j = 1, 2, 3, 4 and P0 = 1 �

P4
j=1 Pj. Since Pj is of first order in ⌧, the

QMSP (9.2) remains relevant in the limit ⌧ ! 0. Note that, in the TPM-CM perspective, we

would have 16 possible trajectories � = (a, b, a0, b0), since each ancillae energy can assume two

values. Yet, here we did not need to make reference to the �-TPM protocol in the ancillae to

establish the heat. We have in general 9 possibilities (qA, qB), but due to the fact that we work in

infinitesimal ⌧, two-jump process are forbidden because they appear only as second order terms.
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This restriction discards 4 realizations, and we are left precisely with the processes associated

to the jump operators in Eqs. (9.43),(9.44) and (9.45). I used CMs here for convenience, but by

no means this is necessary to construct the quantum jump unravelings. This highlights that, in

spite of the precise way we construct the LME, we do not need to make explicit reference to it

in applying the QMSP; it only depends on the channel generated in the system and on the heat

outcomes.

With the Kraus components constructed and numerically solving for the steady-states for

each choice of h, we can finally construct the QMSP of work for the SSDB amplifier. The

results are plotted in Fig. 9.3.

Figure 9.3: In these plots I set TA = 1.0,TB = 0.2,!3 = 1.2,!2 = g = 1.0. (a) The operation of
the SSDB amplifier at the level of averages, the concerned quantities are rates. In (b) and (c) I
concentrate in the trajectories with non-zero jumps in the baths ( j = 1, 2, 3, 4). (b) Probability
associated to each j normalized by ⌧, Pj/⌧. (c) Work predictor associated to each trajectory.
The predictor associated to 1 and 3 is identically zero for all h. The work-rate average is also
reproduced for comparison (black-dashed line).

Figure 9.3 (a) represents the average operation of the engine in terms of heat and work rates.

(b) and (c) represent the probabilities Pj and their associated predictors, respectively. We can

see at (b) that the trajectories associated to jumps in the hot bath start with equal probabilities

(h = 0) and as, h is turned on, the trajectory associated to the jump 3 ! 1 (blue) has a smaller

probability while its counterpart 1 ! 3 (red) remains with the same probability. While the

predictor of the red plot remains at zero, overlapping with the green curve, the blue curve starts

to decrease. A similar behaviour is associated to the cold bath; while the probability associated

to the upward jump 1 ! 2 (green) is unaltered and its predictor is zero, the downward jump

2 ! 1 (purple) increases its probability. In the steady-state, coherence emerges between the

levels |2i and |3i, making them less distinguishable in the beginning of the process; for this

reason, they do not a↵ect the processes 1 ! 2, 3, but make the downwards transitions 2, 3 !
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1 less distinguishable so that their probabilities tend to homogenize while the magnitudes of

their associated work grow. E↵ectively, the uncertainty between |2i , |3i creates a mismatch

between the energy change in the system and the heat. Note that, for clarity, the no-transition

probability and predictor were omitted, their only role is to drag the average value far below the

stochastic realizations of the predictor, since its associated probability is high compared to any

other processes.

9.4.2 Finite time SSDB amplifier

Finally, I consider the same parameter region of the LME scenario, but here I work with finite

time collisions and set ⌧ = 1.0. Di↵erent from the last example, I start by considering the bath

energy outcomes � = (a, b, a0, b0) of the ancillae to construct the QMSP (9.2) as a function of

(qA, qB). In Fig.9.4 (a) the average behaviour of this engine is represented. In Fig.9.4 (b) we see

the probabilities P(qA, qB)

Figure 9.4: In these plots I set TA = 1.0,TB = 0.2,!3 = 1.2,!2 = ⌧ = g = 1.0. (a) SSDB
amplifier at the level of averages. (b) Probabilities associated to each process, P(qA, qB). If we
concentrate in the red and yellow curves, these are the process most a↵ected by coherence; their
distinguishability varies as we increase h. The yellow curve has zero probability at h = 0 and
is rendered possibile due to coherence between levels |2i and |3i. For visualization purposes,
I have removed P(0, 0) which remains approximately between 0.5 and 0.8. (c) The QMSP,
Wopt(qA, qB). The dashed line represents the average work. If we again concentrate in the
yellow curve, it is responsible for stochastic work extraction and supersedes in absolute value
the red curve, which amounts to stochastic work consumption.

Figure 9.4 (b)/(c) immediately points out that in finite times have more allowed process

than in the LME scenario. Now, although with small probabilities, (±!3,⌥!3) may occur. Yet,

the processes (±!3,±!2) remain forbidden and are not represented in the plots. The reason is

that they violate global energy conservation. Looking at Fig. 9.4(b)/(c) we note that there are

similarities with the LME limit; the processes which are most a↵ected by h are still (!3, 0) and
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(0,!2), which are associated to downward jumps in system levels sharing coherence. Yet, at

finite times we note that (!3, 0) is now positive and their counterparts, (�!3, 0) and (0,�!2),

are now significantly a↵ected in larger h regions too. Qualitatively, this happens because once

we consider higher orders in ⌧ the interaction which is initially only between a bath and a gap

start to be influenced by other parts of the Hilbert space. Then, information has enough time to

back-flow from the upper levels, and even in the processes which initially start from the ground

state, coherence between the upper levels comes to be relevant5.

5Roughly, we can see the O(⌧) contributions of e�i⌧H as linear contributions from sines and cosines, and once
we consider ⌧ � 1, the oscillating contributions become prominent.
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Chapter 10

Conclusion

In this dissertation I have investigated through the collisional model framework the role of fluc-

tuations and coherence in quantum thermodynamics, with particular interest in autonomous heat

engines. I have used, in this context, ideas from resource theory of coherence, and classified

non-equilibrium steady-states accordingly (Chapters 3). I have then used this framework to re-

visit the heat engine of Scovil and Schulz-DuBois, a prototypical model to study heat and work

in the quantum regime. Through the collisional model I have spotted the role of steady-state co-

herence and work in producing coherent light (Chapter 5). Subsequently, I have discussed some

of the paradigms involving fluctuations of thermodynamic currents in the quantum regime. I

have contributed to this topic in extending full counting statistics to collisional models, which

generalize local master equation approaches (Chapter 7). Finally, I have discussed the prob-

lem of accounting for coherence in work distributions and the technique of quantum Bayesian

networks (Chapter 8). Using this formalism, I have provided a technique to predict the unravel-

ings of work in coherent systems based on measurements which do not destroy such quantum

feature (Chapter 9).

The findings here presented are relevant in both theoretical and practical applications. In

theory, the formalism of collisional models is useful to distinguish heat and work and amenable

to computational techniques; thus, the extension of full counting techniques to this context is

a desirable convenience to the quantum thermodynamics community. In practical applications,

the control of fluctuations, be them quantum or classical, is crucial in engineering technologies.

The quantum mean-square predictor of work provides a novel method to access work in the

quantum realm. In incoherent scenarios, it can be used to provide minimal measurement pro-

tocols, while in the presence of coherence it allows one to include coherence in work statistics.



Conclusion

This result brings new insights to quantum thermodynamics, and provides a model to predict

work based only on information which is, in principle, accessible to experiments. It thus also

shows good prospects for future experimental investigations and applications in quantum tech-

nologies. Notably, this technique is also a modular contribution and is amenable to adaptions to

probabilistic models for quantum systems other than the QBN scheme.

There are also directions of investigation which I still look forward, in continuation of the

present work. For instance, the QMSP technique could be used at contexts broader than ther-

modynamics, such as metrology and adjusted to describe particular experiments; the combina-

tion of RT characterization of NESS, CMs and FCS formalisms could be used to study new

quantum FTs and bounds on measurement precision (such as thermodynamic uncertainty re-

lations [133]); in the direction of the latter, the characterization of the SSDB engine here pre-

sented could serve as a prototypical model. Moreover, the QBNs program discussed here is still

an ongoing investigation, and also has room for theory and experiments.

All the developments presented in this dissertation were done in conjunction with my su-

pervisor, Prof. Gabriel T. Landi, and supported by the Brazilian funding agency CAPES.
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Appendix A

Mathematical identities

Backer-Campbell-Hausdor↵ formula

exABe�xA = B + x[A, B] +
x2

2
[A, [A, B]] + ... +

xn

n!
[A, ...[A, B]]... (A.1)

Dyson’s commutator

Consider the commutator e�tB[A, etB], which I di↵erentiate w.r.t. t

d
dt

e�tB[A, etB] = �e�tBBAetB + BA + e�tBABetB
� BA (A.2)

= e�tB[A, B]etB (A.3)

=
d
dt

Z t

0
dse�sB[A, B]esB, (A.4)

therefrom, the initial commutator and the integral coincide up to a constant

e�tB[A, etB] =
Z t

0
dse�sB[A, B]esB + K. (A.5)

Setting t = 0, I conclude that K = 0 and we have the formula



Mathematical identities

[A, etB] =
Z t

0
dse(t�s)B[A, B]esB. (A.6)

Note that, since I di↵erentiated w.r.t. t, if were B(t) there would be extra terms due to the

partial derivative @tB(t). Dyson’s commutator follows by setting t = 1

[A, eB] =
Z 1

0
dse(1�s)B[A, B]esB. (A.7)
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Appendix B

Collisional model for the SSDB engine

In this Appendix I present the calculations and the operator algebra discussed in Chapter 4 and

also a LME version of the model.

B.1 Operator algebra

Starting by the Hamiltonian

HS = !3 |3ih3| + !2 |2ih2| + (h |3ih2| + h⇤ |2ih3|), (B.1)

I define A ⌘ |1ih3|, B ⌘ |1ih2| and C ⌘ |2ih3|. Based on these three operators and their conjugates

I introduce nine hermitian operators

N3 = A
†
A (B.2)

Ax = A
† + A (B.3)

Ay = �i(A† � A) (B.4)

N2 = B
†
B, (B.5)

Bx = B
† + B, (B.6)

By = �i(B† � B) (B.7)
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C
†
C = N3 = A

†
A, (B.8)

Cx = C
† + C, (B.9)

Cy = �i(C† � C), (B.10)

and

N1 ⌘ |1ih1| = BB
† = AA

†. (B.11)

Moreover, note that

N2 = |2ih2| = CC
† = B

†
B. (B.12)

In this language, I rewrite

HS = !3N3 + !2N2 + (h⇤C + hC
†) (B.13)

I can now establish their algebraic properties. First, observe that A,C,B are all nilpotent. More-

over, the following commutators give

[Ax,Ay] = �i[|1ih3| + |3ih1| , |1ih3| � |3ih1|] = �i(�N1 + |3ih3| + |3ih3| � N1) (B.14)

= �2i(N3 � N1),

[N3,Ax] = [|3ih3| , |1ih3| + |3ih1|] = � |1ih3| + |3ih1| = iAy, (B.15)

[N3,Ay] = i[|3ih3| , |1ih3| � |3ih1|] = i(� |1ih3| � |3ih1|) = �iAx. (B.16)

Similarly

[Bx,By] = �2i(N2 � N1) (B.17)

[N2,Bx] = iBy (B.18)

[N2,By] = �iBx (B.19)

[Cx,Cy] = �2i(N3 � N2) (B.20)

[N3,Cx] = iCy (B.21)

[N3,Cy] = �iCx. (B.22)
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Note that for each letter these operators do not form Lie algebra. In fact, the letters are not

independent and the cross-letter commutators which will be useful are

[N2,Ax/y] = 0 = [N3,Bx/y] (B.23)

[N3,Cx] = iCy (B.24)

[N3,Cy] = iCx (B.25)

[N2,Cy] = �iCx (B.26)

[N2,Cy] = �iCx (B.27)

[Cx,Ax] = �iBy (B.28)

[Cx,Ay] = iBx (B.29)

[Cx,Bx] = �iAy (B.30)

[Cx,Ay] = iAx (B.31)

Finally, we are in position to introduce an interaction with the environment. We assume that

these are qubits, with HX = !X�
z
X/2, and to achieve a quite general machine we have X =

A, B,C. That is, three baths. Each one will be connected to a gap, represented by the letter

operators within the system. That is

VA = gA

"
1 + ⌘

2
�x

AAx +
1 � ⌘

2
�y

AAy

#
, (B.32)

VB = gB

"
1 + ⌘

2
�x

BBx +
1 � ⌘

2
�y

BBy

#
, (B.33)

VC = gC

h
�+CC + ��c C

†
i
. (B.34)

have the full interaction V = VA + VB + VC. The total Hamiltonian is then H = H0 + V, with

H0 = HA + HB + HC + HS and

HA =
!A

2
�z

A (B.35)

HB =
!B

2
�z

B (B.36)

HC = !Ca†a. (B.37)
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B.2 Conserved quantities

To understand the origins of the breakdown of local energy conservation, we shall compute the

commutator [H0,U] = [H0,V]. For this sake we have

[HX,V] = gX[HX,Vx] = igX!X

 
1 + ⌘

2
�y

XXx �
1 � ⌘

2
�x

XXy

!
X = A, B X = A,B. (B.38)

and

[HC,VC] = !CgC(a†C � aC). (B.39)

Now, to the commutators with the system’s Hamiltonian

[HS ,VA] =gA

"
!3N3 + h⇤C + hC

†,
1 + ⌘

2
�x

AAx +
1 � ⌘

2
�y

AAy

#
(B.40)

=igA!3

 
1 + ⌘

2
�x

AAy �
1 � ⌘

2
�y

AAx

!

+ gA
1 + ⌘

2

⇣
h⇤B � hB

†
⌘
�x

A � igA
1 � ⌘

2

⇣
h⇤B + hB

†
⌘
�y

A, (B.41)

where the latter derived commuation rules were used. Very similarly

[HS ,VB] =
"
!2N2 + h⇤C + hC

†,
1 + ⌘

2
�x

BBx +
1 � ⌘

2
�y

BBy

#
(B.42)

=gBi!2

 
1 + ⌘

2
�x

BBy �
1 � ⌘

2
�y

BBx

!
(B.43)

� gB
1 + ⌘

2

⇣
h⇤A � hA

†
⌘
�x

B � igB
1 � ⌘

2

⇣
h⇤A + hA

†
⌘
�y

B, (B.44)

and we are left with

[HS ,VC] = gC

h
!3N3 + !2N2 + h⇤C + hC

†, aC
† + a†C

i
(B.45)

= igC(!3 � !2)
⇣
aC
†
� a†C

⌘
+ gC(ha � h ⇤ a†)(N3 � N2)
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We can now join everything to conclude

[H0,V] = igA

" 
!3

1 + ⌘
2
� !A

1 � ⌘
2

!
�x

AAy �

 
!3

1 � ⌘
2
� !A

1 + ⌘
2

!
�y

AAx

#
(B.46)

+ igB

" 
!2

1 + ⌘
2
� !B

1 � ⌘
2

!
�x

BBy �

 
!2

1 � ⌘
2
� !B

1 + ⌘
2

!
�y

BBx

#

+ igC(!3 � !2 � !C)
⇣
aC
†
� a†C

⌘

+ gA
1 + ⌘

2

⇣
h⇤B � hB

†
⌘
�x

A � igA
1 � ⌘

2

⇣
h⇤B + hB

†
⌘
�y

A

� gB
1 + ⌘

2

⇣
h⇤A � hA

†
⌘
�x

B � igB
1 � ⌘

2

⇣
h⇤A + hA

†
⌘
�y

B

+ gC(ha � h⇤a†)(N3 � N2)

We can now analyze some cases of interest. Let ⌘ = 0 and we have the XX analog, that is, a

quanta exchange interaction

[H0,V] =
ig
2

h
(!3 � !A)�x

AAy � (!3 � !A)�y
AAx

i
(B.47)

+
ig
2

h
(!2 � !B)�x

BBy � (!2 � !B)�y
BBx

i

+ igC(!3 � !2 � !C)
⇣
aC
†
� a†C

⌘

+ gA
1
2

⇣
h⇤B � hB

†
⌘
�x

A � igA
1
2

⇣
h⇤B + hB

†
⌘
�y

A

� gB
1
2

⇣
h⇤A � hA

†
⌘
�x

B � igB
1
2

⇣
h⇤A + hA

†
⌘
�y

B

+ gC(ha � h⇤a†)(N3 � N2)

This is zero only if the environments are resonant with the system’s gaps and h = h⇤ = 0.

Further, let me consider ⌘ = h = h⇤ = 0, in which case we can find a conserved quantity

regardless of resonance conditions. For this, I consider the commutators:
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[N1,VA] = gA(��AA � ��AA
†), (B.48)

[N1,VB] = gB(��BB � ��BB
†), (B.49)

[N1,VC] = 0, (B.50)

[N3,VA] = �gA(��AA � ��AA
†), (B.51)

[N3,VC] = �gC(a†C � aC
†), (B.52)

[N3,VB] = 0, (B.53)

[N2,VB] = �gB(��BB � ��BB
†), (B.54)

[N2,VC] = +gC(a†C � aC
†), (B.55)

[N2,VA] = 0, (B.56)

(B.57)

Noting that their sum is zero, we then have a conserved quantity

⌦S = N3 + N2 + N1 (B.58)

which by its turn commutes with HS . Yet, this quantity is trivial; since each Ni is a projector,

it is just 1S . We can yet construct a legit one which will be useful by considering together the

commutators

[a†a,VC] = gC(a†C � aC
†), (B.59)

[a†a,VB] = [a†a,VC] = 0, (B.60)

[�z
X,VX] = 2gX(�+XX

†
� ��XX) X = A,B X = A, B), (B.61)

[�z
A,VB] = [�z

B,VA] = 0, (B.62)

by means of which we realize that

⌦z = a†a + �z
A +

�z
B

2
+ N3 � N1 (B.63)

also satisfies [⌦z,V] = 0 = [⌦z,HS ] = 0.
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B.3 LME limit for the SSDB amplifier

In this section I establish the LME limit within a a certain parameter region, for simplicity. The

one of choice is that with only two baths exchange interactions and the h term (SSDB amplifier),

i.e.,

HA =
!A

2
�z

A, (B.64)

HB =
!B

2
�z

B, (B.65)

HS = !3N3 + !2N2 + h(C + C
†), (B.66)

VA =
g
p
⌧

VA =
g
p
⌧

(��AA
† + �+AA), (B.67)

VB =
g
p
⌧

VB =
g
p
⌧

(��BB
† + �+BB), (B.68)

H = H0 +V = H0 +
g
p
⌧

V. (B.69)

I now perform the same procedure presented in Section 3.3 of Chapter 3. That is, I compute

lower orders of ⌧ << 1 in ⇢S (⌧) = TrAB{U⌧⇢U
†

⌧}.

⇢S (⌧) � ⇢S = �i⌧[HS , ⇢S ] �
⌧

2
TrAB{[V, [V, ⇢]]} (B.70)

Noting that [V, [V, ⇢]] = 2V⇢V � {V
2, ⇢}, we now compute V

2

V
2 = g2(�+A�

�

AAA
† + ��A�

+
AA
†
A + �+A�

�

BAB
† + ��A�

+
BA
†
B (B.71)

+ �+B�
�

ABA
† + ��B�

+
AB
†
A + �+B�

�

BBB
† + ��B�

+
BB
†
B)

We shall now exploit the fact that ⇢ = ⇢th
A ⌦ ⇢

th
B ⌦ ⇢S ; whenever we take the trace w.r.t. A or B

terms such as TrAB{�+A�
�

BAB
†⇢} vanish. Then, only few terms survive the trace and we find

TrAB{V
2, ⇢} = g2(Tr

n
��A�

+
A⇢

th
A

o
{A
†
A, ⇢S } + Tr

n
��B�

+
B⇢

th
B

o
{B
† f , ⇢S }

+ Tr
n
�+A�

�

A⇢
th
A

o
{AA

†, ⇢S } + Tr
n
�+B�

�

B⇢
th
B

o
{BB

†, ⇢S })

= g2
h
(1 � �A){A†A, ⇢S } + �A{AA

†, ⇢S } + (1 � �B){B† f , ⇢S } + �B{BB
†, ⇢S }

i
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in a similar fashion, we can compute

TrAB{V⇢V} = g2
h
�AA

†⇢S A + (1 � �A)A⇢S A
† + (1 � �B)B⇢S B

† + �BB
†⇢S B

i
. (B.72)

Substituting in (B.70) dividing by ⌧ and taking ⌧! 0 we establish the master equation in GKSL

form

⇢̇S = �i[HS , ⇢S ] +DA(⇢S ) +DB(⇢S ), (B.73)

DA(⇢S ) = g2
"
(1 � �A)

 
A⇢S A

†
�

1
2

n
A
†
A, ⇢S

o!
+ �A

 
A
†⇢S A �

1
2

n
AA
†, ⇢S

o!#
, (B.74)

DB(⇢S ) = g2
"
(1 � �B)

 
B⇢S B

†
�

1
2

n
B
†
B, ⇢S

o!
+ �B

 
B
†⇢S B �

1
2

n
BB
†, ⇢S

o!#
. (B.75)
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