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## Abstract

In this thesis we deal with two different topics. In the first half we investigate how the Bayesian formalism can be introduced into the problem of quantum thermometry a field which exploits the high level of control in coherent devices to offer enhanced precision for temperature estimation. In particular, we investigate concrete estimation strategies, with focus on collisional thermometry, a protocol where a series of ancillae are sent sequentially to probe the system's temperature. We put forth a complete framework for analyzing collisional thermometry using Bayesian inference. The approach is easily implementable and experimentally friendly. Moreover, it is guaranteed to always saturate the Cramér-Rao bound in the long-time limit. Subtleties concerning the prior information about the system's temperature are also discussed and analyzed in terms of a modified Cramér-Rao bound associated with Van Trees and Schützenberger.

Meanwhile, in the last part of the thesis we approach the problem of non-adiabatic holonomic computation. Namely, we investigate the implementation based on $\Lambda$-systems. It is known that a three-level system can be used in a $\Lambda$-type configuration in order to construct a universal set of quantum gates through the use of non-Abelian nonadiabatic geometrical phases. Such construction allows for high- speed operation times which diminish the effects of decoherence. This might be, however, accompanied by a breakdown of the validity of the rotating-wave approximation (RWA) due to the comparable timescale between counter-rotating terms and the pulse length, which greatly affects the dynamics. Here, we investigate the trade-off between dissipative effects and the RWA validity, obtaining the optimal regime for the operation of the holonomic quantum gates.

Keywords: Quantum thermodynamics; Quantum thermometry; Quantum metrology; Open quantum systems; Geometrical phases; Non-adiabatic quantum computing; Holonomic quantum computing.

## Resumo

Realizamos, nesta dissertação, uma investigação a respeito de dois tópicos distintos. Inicialmente lidamos com o formalismo Bayesiano e com o desafio de como introduzi-lo na termometria quântica - um campo que explora o alto nível de controle em dispositivos coerentes a fim de oferecer precisão aprimorada na inferência de temperaturas. Em particular, nós investigamos estratégias de estimação concretas, com foco na termometria colisional, um protocolo onde uma série de ancilas interage sequencialmente com um sistema de interesse, sondando sua temperatura. Esta abordagem é facilmente implementável e também propícia experimentalmente. Ademais, ela também assegura que a desigualdade de Cramér-Rao seja saturada no limite assintótico. Sutilezas a respeito da informação prévia da temperatura do sistema também são discutidas e analisadas em termos de uma desigualdade de Cramér-Rao modificada, associada a Van Trees e Schützenberger.

Já na parte final deste trabalho, abordamos o problema de computação quântica nãoadiabática. Isto é, nós investigamos uma implementação baseada em sistemas $\Lambda$. Sabe-se que um sistema de três níveis pode ser utilizado na configuração de tipo $\Lambda$ de modo que um conjunto universal de portas lógicas quânticas seja construído. Este tipo de implementação permite tempos de operação muito curtos, que amenizam os efeitos da decoerência. Esta escolha pode ser, contudo, acompanhada da invalidação da aproximação de onda girante (RWA) devido às escalas de tempo equivalentes entre os termos girantes e a duração do pulso; o que afeta a dinâmica do sistema de maneira significativa. Nosso objetivo consiste em investigar a competição entre os efeitos dissipativos e a validade da RWA, obtendo um regime ótimo de operação para as portas quânticas holonômicas.

Palavras-chave: Termodinâmica quântica; Termometria quântica; Metrologia quântica; Sistemas quânticos abertos; Fases geométricas; Computação quântica não-adiabática; Computação quântica holonômica.

## Contents

1 Introduction ..... 1
1.1 Bayesian estimation for collisional quantum thermometry ..... 1
1.2 Time-optimal holonomic quantum computation ..... 3
I Bayesian estimation for collisional thermometry ..... 5
2 Estimation theory ..... 6
2.1 Estimation theory ..... 7
2.2 The mean square error ..... 11
2.3 Minimum variance (unbiased) estimators ..... 13
2.4 The Fisher information ..... 17
2.5 The Cramér-Rao bound ..... 20
2.6 The maximum likelihood estimation ..... 24
2.7 Properties of estimators ..... 25
3 Bayesian statistics ..... 30
3.1 Bayes' theorem ..... 31
3.2 Bayesian estimators ..... 38
3.3 The Van Trees-Schützenberger inequality ..... 46
4 Quantum metrology and thermometry ..... 54
4.1 The quantum Fisher information ..... 55
4.2 A trick for calculating the QFI ..... 60
4.3 Quantum thermometry ..... 72
4.4 Collisional quantum thermometry ..... 77
5 Bayesian quantum thermometry ..... 82
5.1 Ancilla-ancilla correlations ..... 83
5.2 Numerical analysis ..... 85
5.3 Bayesian estimation and collisional thermometry ..... 88
5.4 Effect of noisy probes ..... 94
II Time-optimal holonomic quantum computation ..... 97
6 Geometrical phases in quantum mechanics ..... 98
6.1 The Berry phase ..... 99
6.2 Non-adiabatic geometrical phases ..... 103
6.3 Non-adiabatic non-abelian geometrical phases ..... 106
7 Non-adiabatic holonomic quantum computing ..... 109
7.1 The $\Lambda$-type system ..... 109
7.2 Implementing single-qubit gates ..... 112
7.3 Implementing two-qubit gates ..... 116
7.4 Gate robustness ..... 118
8 Time-optimality ..... 123
8.1 Counter-rotating effects in the bright-dark basis ..... 124
8.2 Single-qubit gates ..... 126
8.3 Heterogeneous frequencies ..... 130
8.4 Two-qubit gates ..... 133
9 Conclusion ..... 136
A Vectorization ..... 140
B Bayesian inference for correlated ancillae ..... 142
C Uniform sampling over the Bloch sphere ..... 144

## List of Figures

2.1 Histogram count for the sample mean estimator. ..... 10
2.2 Illustration of the bias and the variance of an estimator. ..... 12
2.3 Illustration of a frequentist estimation procedure. ..... 12
2.4 Variance of an estimator as a function of the parameter. ..... 13
2.5 Estimators for the uniform sampling problem ..... 15
2.6 Fisher information of the Bernoulli distribution. ..... 20
2.7 Comparison of estimators with the CRB ..... 26
2.8 Common definitions for estimators. ..... 28
3.1 Illustration of the sequential updating scheme. ..... 33
3.2 Posterior distribution in the coin toss experiment. ..... 34
3.3 Plot of the Beta distribution for different hyperparameters. ..... 36
3.4 Bayesian update of the normal distribution. ..... 37
3.5 Steps for obtaining Bayesian estimators ..... 39
3.6 The maximum a posteriori and Bayesian average estimators for the Beta distribution. ..... 42
3.7 MSE for the Beta distribution with $n=2$. ..... 43
3.8 A diagram with the summary of different inference approaches. ..... 46
4.1 Typical protocol in quantum metrology. ..... 56
4.2 (Left) State $\rho_{\nu \theta}$ and (Right) the optimal measurement basis on the Bloch sphere ..... 62
4.3 Standard optimization strategies in metrology. ..... 65
4.4 Illustration of qubit states in the Bloch sphere after an infinitesimal phase shift. ..... 69
4.5 FI for the qubit in different scenarios. ..... 71
4.6 Diagram illustrating a thermometry experiment. ..... 73
4.7 Thermal Fisher information of a qubit. ..... 76
4.8 An illustration of the setup used in collisional quantum thermometry. ..... 78
4.9 QFI in the collisional thermometry scheme. ..... 80
5.1 A log-linear plot for the correlation between an ancilla and its $n$-th neigh- bor for different $S A$ coupling strengths. ..... 84
5.2 Bayesian estimation for collisional thermometry. ..... 89
5.3 CRB and VTSB in the collisional model. ..... 90
5.4 Influence of the temperature interval and cutoff in the asymptotic accuracy of the model, with an optimization over the $S E$ coupling strength. ..... 92
5.5 Effect of non-ideal probles in the model ..... 94
5.6 Persistent error in the model due to error in the probe preparation. ..... 95
6.1 Adiabatic and non-adiabatic dynamics of an infinite potential well. ..... 100
6.2 A closed path $C$ in the parameter space. ..... 101
6.3 Illustration of the geometrical consequences of the transport of a vector on curved surfaces. ..... 102
6.4 Schematic diagram of the Hilbert space and the ray space $\mathcal{P}$ ..... 104
6.5 Loop $C$ on the Bloch sphere for the periodic evolution of a qubit under a constant magnetic field ..... 105
7.1 Basic setup for the $\Lambda$-type system. ..... 110
7.2 Effects of the counter-rotating terms in the dynamics of the $\Lambda$-system. ..... 111
7.3 Dynamics of the $\Lambda$-system in the bright-dark basis. ..... 112
7.4 Illustration of sech pulses. ..... 114
7.5 Setup for the ions in the two-qubit gate. ..... 116
7.6 Basic setup for the $\Lambda$-type system when an open quantum system ap- proach is considered. ..... 119
7.7 Open quantum system effects in the dynamics of the $\Lambda$-system. ..... 121
8.1 A diagram illustrating the competition between decoherence and the counter- rotating contributions. ..... 124
8.2 Dynamics of the amplitudes of the bright and dark states in the $\Lambda$-system . ..... 125
$8.3 \Lambda$-system in the Bloch sphere. ..... 126
8.4 Time-optimal configuration of the $S$ gate. ..... 127
8.5 Contour plot of the infidelity for heterogeneous frequencies. ..... 130
8.6 Infidelity as a function of the ratio $f_{1 e} / f_{0 e}$ for single-qubit gates. ..... 132
8.7 Relevance of the $|e\rangle \leftrightarrow|d\rangle$ coupling in the $\Lambda$-system. ..... 132
8.8 Infidelity of the CZ gate as a function of $\beta / f_{i}$. ..... 134
C. 1 Uniform disitrubion of points using the Fibonnaci nodes algorithm. ..... 144

## List of Tables

C. 1 Mathematica code for the Fibonacci nodes algorithm. ..... 145
C. 2 Generates a set of points in the Bloch sphere from the Fibonacci nodes algorithm ..... 145

## Chapter 1

## Introduction

In this dissertation we engage with two different problems. From chapters 2 through 5 we tackle different aspects of (Bayesian) estimation theory and quantum metrology, applying these concepts into collisional quantum thermometry. Meanwhile, chapters 6 - 8 constitute the latter half of the dissertation, where we deal with holonomic quantum computing. Further contextualization and a more complete introduction to each subtopic can be found at the beginning of each of these chapters.

The contents of the first and second parts of this work were conducted under the supervision of prof. Dr. Gabriel T. Landi and prof. Dr. Erik Sjöqvist, respectively. I worked on the latter half mainly during my exchange studies at the University of Uppsala. Any mistakes, inaccuracies or oversights in this work are entirely of my own responsibility. This research has been supported by CAPES, FAPESP (Grant No.2020/16050-0) and the framework of Erasmus + KA107 International Credit Mobility, financed by the European Commission.

### 1.1 Bayesian estimation for collisional quantum thermometry

Temperature is an ubiquitous notion which is prevalent in the everyday life and, despite finding its roots in thermodynamics, is also of widespread importance in several fields [15]. It is thus not surprising that further extending our comprehension of thermodynamics

- especially the formalization of the concept of temperature - and how it integrates with relevant technologies is constant endeavor in physics. In this context, quantum thermodynamics evolved as a natural extension of thermodynamics into the domain of quantum mechanics [6, 7].

In a similar fashion, the precise manipulation of parameters in quantum systems is, at the same time, both a central requirement for cutting-edge quantum technologies and also a very hallmark of the ever-growing technological prowess of quantum science. In a sense, the engineering of quantum systems and our conceptual grasp of quantum theory evolve in a symbiotic relationship, where a deeper understanding of fundamental concepts allows us to develop more advanced technology and vice-versa [8-10]. With such motivations in mind, quantum metrology provides a well-established foundation accompanied by many versatile tools [11]. Many parameters of interest in real applications cannot be directly measured in a laboratory. For that, their value must be inferred from other quantities which are directly accessible. This is where statistics and estimation theory come into rescue; they provide the proper framework to deal with this type of challenge.

These lines of investigation converge into what is known as quantum thermometry, a field which is concerned with the problem of temperature estimation in quantum systems, taking into account the distinct traits of quantum thermodynamics [12]. Translating the well known notions and ideas from classical theory into quantum thermometry and quantum thermodynamics is a herculean effort due to the very small scales and novel phenomena from quantum physics [13-15]. The challenges range from the reformulation of the laws of the thermodynamics [16, 17] and the very definition of temperature [18], to how we model interactions and how we design experiments [19-22].

Our objective in this dissertation is to incorporate the Bayesian framework into quantum thermometry, a research venue which, apart from recent works [23, 24], has been hitherto seldom explored. In particular, we employ tools from Bayesian estimation to study a concrete thermometric platform which makes use of collisional models [25] in what is known as collisional quantum thermometry [26]. In contrast to the paradigm known as local quantum thermometry, where one usually has a reasonably accurate estimate for the parameter beforehand, our approach falls into what is known as global quantum thermometry [27], which demonstrates good applicability even when previous
knowledge is insufficient and the temperature lies on a broader interval. The Bayesian approach has been regarded recently as very efficient and less restrictive in such scenarios [28].

In chapter 2 we introduce the central concepts from statistics and classical estimation theory, mainly from the optics of the frequentist approach. Afterwards, in chapter 3, we extend these investigations to the Bayesian framework. These two chapters lay the groundwork for the contents of the chapter 4, where we discuss quantum metrology in generality, and later on, quantum thermometry as well. We conclude the first half of this dissertation with our original contributions in chapter 5.

### 1.2 Time-optimal holonomic quantum computation

The advent of quantum mechanics in the past century has brought a plethora of different technologies upon us. Quantum computing, for instance, has seen an auspicious development throughout the years. Seminal works such as the ones by Deutsch [29] and Shor [30] have established a new ground for quantum technologies, showcasing how quantum mechanics can be used to optimize tasks in computation and information processing.

However, quantum computing naturally requires a suitable platform to be performed on. Those, in turn, should exhibit several desirable properties, such as scalability [31], robustness against error [32-34], long decoherence time [35, 36] and universality [37]. The search for such type of implementation is, in itself, an extensive area of research one which has seen considerable progress over the last decades, with proposals ranging from trapped ions [38] to topological systems [39].

In this context, holonomic quantum computing emerged at the end of the nineties as an encouraging alternative [40, 41]. This approach is based on the use of geometrical phases for quantum computing due to their inherent robustness against certain types of errors and noise. Even within this field, several different implementations and protocols have been proposed [42]. In particular, early proposals were very often restricted to adiabatic implementations. These, however are more susceptible to open quantum system phenomena due to their long operation time. For that reason, non-adiabatic implementations [43, 44] are regarded as an effective strategy in mitigating these effects [45, 46].

In this work we examine one of these approaches, focusing our attention on a nonadiabatic scheme for quantum computing based on three-level $\Lambda$-type systems, proposed in [45]. This framework has seen a couple of generalizations and alternative constructions in the last few years, together with concrete experimental implementations. Our main focus here is to study this implementation outside the regime of validity of the rotating wave approximation (RWA). Namely, we show that the breakdown in the RWA and decoherence arise as competing effects in the model, which suggests a time-optimal implementation.

In chapter 6 we review basic concepts about geometrical phases, with special focus on non-Abelian non-adiabatic phases. In chapter 7 we review the proposal for non-adiabatic quantum computing using $\Lambda$-type systems and we introduce some of our results for the non-RWA case. Finally, in chapter 8 we discuss our main results.

## Part I

# Bayesian estimation for collisional 

## thermometry

## Chapter 2

## Estimation theory

Statistics is one of the most ubiquitous branches of mathematics due to its inherent applicability in real-life scenarios and experimental investigations [47-57]. It deals with questions ranging from fundamental and rigorous formulations of the theory [58-60], in a large intersection with probability theory, to the development of practical statistical methods and algorithmic approaches [61-65]. Statistics, from its centuries of development, provides a plethora of available tools and theoretical frameworks [66, 67]. Our objective in this section is to give a brief overview of one of its sub-branches: the estimation theory.

Just like its parent field, estimation theory is a quite extensive subject and is contained within two major frameworks: the frequentist and the Bayesian approaches. In this section we will deal with the former. As we shall see throughout the next few chapters, there is no single answer or clear-cut formulation to every circumstance we will encounter. For that reason, we discuss relevant definitions and several tools that might be of use in order to construct a versatile toolbox. Ultimately, which approach will be the most useful will depend on the problem at hand and practical constraints.

Nevertheless, in most of these situations we are interested in drawing useful information from empirical data. This lead us to one of the central problems in estimation theory, which is known as point estimation. In this scenario, one is interested in obtaining a single numerical value which serves as an estimation for a given parameter. Typically, practical formulations are guided either by the estimator which is the most accurate or, at the expense of some precision, an estimator which is reasonably simple to construct. Beyond the point estimation, other approaches for parameter estimation might be based
on confidence intervals or posterior distributions. In later chapters we shall study a few of these concepts.

In the current section, we will discuss some essential definitions regarding the point estimation problem with some concrete examples. We also introduce a central result from information and estimation theory, known as the Cramér-Rao bound (CRB) [68, 69]. In chapter 5, these concepts will be used to investigate a quantum thermometer based on the so-called collision models.

### 2.1 Estimation theory

Let us start by considering a string of discrete outcomes $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$ obtained from a given probability distribution. The sample space, i.e., the values that an element $X_{i}$ in $\mathbf{X}$ can assume, will depend on the problem. For instance, the sample space can binary, where $X_{i}$ is given by either 0 or 1 , describing a coin-toss experiment. Or, similarly, $X_{i}=1, \ldots, 6$. describing the outcomes of a dice. We might also have discrete outcomes with a continuous sample space $X_{i} \in \mathbb{R}$ describing, e.g., the readout of a sensor at specific time intervals [70].

These outcomes, and their underlying probability density function (pdf) $p_{\theta}(X)$, will usually depend on a parameter $\theta$ (or on a vector of parameters $\boldsymbol{\theta}$ ). We define an estimator as an arbitrary function of $\mathbf{X}$ which is used to estimate $\theta$. In other words, we can denote the estimator $\hat{\theta}(\mathbf{X})$ as

$$
\begin{equation*}
\hat{\theta}(\mathbf{X})=g\left(X_{1}, \ldots, X_{n}\right) \tag{2.1}
\end{equation*}
$$

where $g\left(X_{1}, \ldots, X_{n}\right)$ is a function of the outcomes. While this definition might seem trivial, the most important insight is that since $X_{1}, \ldots, X_{n}$ are random variables, the estimator $\hat{\theta}(\mathbf{X})$ is also a random variable itself. Therefore, it is clear that the estimator will depend on a particular realization (or trajectory) of the problem, that is, on the particular streak of results $X_{1}, \ldots, X_{n}$. Therefore, a different sequence of results might yield a different estimate. In this case, how can one judge the quality of an estimator? A certain estimator might perform very well for a particular realization of the problem and very bad for the others, for example.

Another important aspect is that we obviously do not want the estimator in Eq. (2.1)
to depend on the unknown parameter $\theta$, because this is the very object we are trying to estimate. However, since the parametrization $\theta$ will influence which $\mathbf{X}$ we might observe and how likely certain realizations are to occur, by consequence, any error measure for the estimator $\hat{\theta}(\mathbf{X})$, as well as its distribution, will implicitly depend on the unknown parameter $\theta$ itself. Hence,

- The estimator is a random variable which depends on a particular realization of $X_{1}, \ldots, X_{n}$, but does not depend explicitly on the parametrization $\theta$.
- An error measure associated with this estimator will typically depend both on the outcomes $X_{1}, \ldots, X_{n}$ and also on the particular value of $\theta$.

In other words, one can define error measures $\epsilon$ which depend only on $\mathbf{X}$ and are conditioned solely on the parameter:

$$
\begin{equation*}
\epsilon_{\theta}=\epsilon(\hat{\theta}(\mathbf{X}) \mid \theta) \tag{2.2}
\end{equation*}
$$

or some which depend only on the parameter but are conditioned on the data, so in this case we can think of the data as being fixed:

$$
\begin{equation*}
\epsilon_{\mathbf{X}}=\epsilon(\theta \mid \mathbf{X}) \tag{2.3}
\end{equation*}
$$

and finally, others which are conditioned on neither and depend only on the estimator:

$$
\begin{equation*}
\epsilon_{B}=\epsilon(\hat{\theta}(\mathbf{X}) ; \theta) \tag{2.4}
\end{equation*}
$$

This is one of the main points of divergence between different frameworks in estimation theory. The first case, as illustrated by Eq. (2.2), is the approach taken by frequentist statistics and it is known as classical estimation theory. In this scenario only the outcomes are random variables, and the parameter $\theta$ is regarded as fixed but unknown. This will be our main framework during this chapter. The latter formulations are Bayesian approaches, which we will discuss in the next sections.

Example: In order to make these definitions less abstract, we will work on a concrete example in order to motivate the first definition. For that, we shall discuss a coin-toss experiment, which will be a recurrent example in this dissertation. For that, we consider a
coin which is not necessarily fair. That is, the outcomes are either head or tails, which we denote by $X=0$ or $X=1$, and they are obtained with a probability $1-\theta$ or $\theta$, respectively. The probability $p(X \mid \theta)$ of obtaining an outcome $X$, given $\theta$, is thus determined by

$$
\begin{equation*}
p_{\theta}(X):=p(X \mid \theta)=\theta^{X}(1-\theta)^{(1-X)} \tag{2.5}
\end{equation*}
$$

which we cal the Bernoulli distribution. If we perform sequential tosses and assume that they are all independent and identically distributed ${ }^{1}$ (i.i.d), the probability of obtaining $k$ heads and $n-k$ tails on $n$ trials is given by the binomial distribution:

$$
\begin{equation*}
p(k, n \mid \theta)=\binom{n}{k} \theta^{k}(1-\theta)^{(n-k)} . \tag{2.6}
\end{equation*}
$$

Note that Eq. (2.6) does not depend on the particular order of the outcomes, and only on the total number of heads (and tails). This is due to the particular form of the distribution in Eq. (2.5) and the fact that trials are i.i.d. This property is also related to the concept of sufficient statistics, which we are going to discuss in later sections.

A very well-known estimator we can use to guess the true value of $\theta$ in Eqs. (2.5) and (2.6) is the sample mean, defined as:

$$
\begin{equation*}
\bar{\theta}(\mathbf{X})=\overline{\mathbf{X}}:=\frac{X_{1}+\ldots+X_{n}}{n} \tag{2.7}
\end{equation*}
$$

As we will see, this estimator is useful due to the fact that, besides its simplicity, it is also optimal in a few senses. It is important to discuss what type of results Eq. (2.7) would yield in real experiments. For that, we perform a few numerical simulations with $\theta_{0}=0.25$ being the true value of the parameter. We will consider that a single stochastic realization consists in a trial of 50 coin-tosses. Thus, in each realization we have a stochastic trajectory $\mathbf{X}$ which is just a string of 50 zeroes or ones, representing heads or tails. We are interested in what values the estimator (2.7) might result in. We have claimed before that estimators are random variables themselves, so numerical simulations are a very convenient way of visualizing their distribution. One way to see this is by calculating $\bar{\theta}(\mathbf{X})$ for different stochastic realizations. In Fig. 2.1 we plot a histogram for the sample mean
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Figure 2.1: Histogram count for the sample mean estimator. Results for $\theta=0.25$ and (a) $10^{4}$ realizations and (b) $10^{5}$ realizations.
$\bar{\theta}(\mathbf{X})$ for a few thousand trajectories.
We can see that the estimation will depend on a particular realization. We might get an estimate which yields $\bar{\theta}=0.3$ in one trial, $\bar{\theta}=0.17$ in another one, and so on. Still, in either case in Fig. 2.1 we can see that in this example the estimator is most likely to be found at its true value $\theta_{0}=0.25$. That of course makes sense, we can expect to get different proportions of heads and tails by pure chance, and different values of $\theta$ could have resulted in the same sequence outcomes we have observed, so it is not possible to find the exact $\theta_{0}$ from a finite sample. It would be unnatural to expect to learn everything about the model in a single-shot or just a few realizations. Nevertheless, it is true that $\theta_{0}$ is more likely to have generated the particular values of $\mathbf{X}$ that we have observed. That is why we actually get a histogram which peaks around $\theta_{0}$ but which is still bound to assume other values.

From Fig. 2.1 we can see that the estimation might vary a lot depending on the realization. A few outlier trajectories might result in values which are somewhat far away from the true value of the parameter. For that reason, we arrive at two natural questions. The first one is whether there is any sensible error figure to quantify how close, on average, the estimator is to $\theta$. The second one is whether we can quantify how spread-out the distribution for the estimator is going to be. While an estimator might result in the true value of the parameter on average, as shown in Fig. 2.1, for example, it still might fluctuate a lot on certain occasions. Meanwhile, other estimators might yield a much tighter distribution. We will now define a very standard error measure, which will give further insight into these two questions.

### 2.2 The mean square error

One of the standard error measures in statistics is the mean square error (MSE), defined as: ${ }^{2}$

$$
\begin{equation*}
\epsilon(\hat{\theta} \mid \theta)=\mathbb{E}\left[(\hat{\theta}-\theta)^{2}\right] \tag{2.8}
\end{equation*}
$$

Here, $\mathbb{E}[\cdot]$ denotes the statistical average over the appropriate sample space. The pdf $p(X)$ over which the integration is performed is specified in the index as $\mathbb{E}_{p}[\cdot]$, however we omit it whenever the distribution is clear from the context. We can expand the equation above as

$$
\epsilon(\hat{\theta} \mid \theta)=\mathbb{E}\left[\hat{\theta}^{2}\right]-2 \theta \mathbb{E}[\hat{\theta}]+\theta^{2} .
$$

Here we have used the fact that $\theta$ is deterministic. We can add extra terms on the RHS,

$$
\epsilon(\hat{\theta} \mid \theta)=\mathbb{E}\left[\hat{\theta}^{2}\right]-\mathbb{E}[\hat{\theta}]^{2}+\mathbb{E}[\hat{\theta}]^{2}-2 \theta \mathbb{E}[\hat{\theta}]+\theta^{2}
$$

to rewrite the MSE in terms of the famous bias-variance relationship:

$$
\begin{equation*}
\epsilon(\hat{\theta} \mid \theta)=\operatorname{Var}(\hat{\theta})+b^{2}(\hat{\theta}) \tag{2.9}
\end{equation*}
$$

The term $\operatorname{Var}(\hat{\theta})$ denotes the variance and it is written as:

$$
\begin{equation*}
\operatorname{Var}(\hat{\theta})=\mathbb{E}\left[\hat{\theta}^{2}\right]-\mathbb{E}[\hat{\theta}]^{2} \tag{2.10}
\end{equation*}
$$

Meanwhile, we call the second term the bias, and it is defined as:

$$
\begin{equation*}
b(\hat{\theta})=\mathbb{E}[\hat{\theta}]-\theta . \tag{2.11}
\end{equation*}
$$

The decomposition from Eq. (2.9) is also known as the bias-variance trade-off, which is very meaningful in fields such as, e.g., machine learning [71, 72]. The terms in Eqs. (2.10) and (2.11) also have very important interpretations in their own right. We illustrate their significance in Fig. 2.2. We can see that the bias is simply the difference between the expected value of the estimator and the true value of the parameter. Whenever $b(\hat{\theta})=0$ for
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Figure 2.2: Illustration of the bias and the variance of an estimator. On the left we depict the variance. On the right we show the bias. Note how we have a distribution with no bias but large variance, while on the right we see the converse; a distribution with a smaller variance but with the presence of a bias.
all $\theta$, we say that the estimator is unbiased. Similarly, the variance gives us information about how disperse the distribution for the estimator is. While only a proper probability distribution can give complete information about $\hat{\theta}$, the variance and the bias themselves already give a pretty important picture of the behavior of the estimation.

To make these definitions more intuitive, in Fig. 2.3 we describe a simple illustration of a usual estimation procedure in the frequentist sense. Going back to our example for the coin-toss experiment, we can suppose that $N$ different agents will run a series of $n$ coin tosses "in parallel". What we called a realization before is simply the $n$ coin tosses that each of these experimenters perform. Of course, each of them will typically get


Figure 2.3: Illustration of an estimation procedure.
different results. This means that the estimator $\theta_{i}(\mathbf{X})$ that the $i$-th agent will obtain will not necessarily agrees with others. If we put all of their results in a histogram, we obtain a plot like the one seen in Fig. 2.1. In this scenario, the variance quantifies how well the different scientists will (dis)agree, quantifying how spread-out this distribution is going to be. The bias, on the other hand, is simply the average of their results, which is hopefully close to the true value of the parameter. Finally, the MSE will quantify how close to being correct their results are on average.

### 2.3 Minimum variance (unbiased) estimators

In Sec. 2.1 we saw a practical example of an estimation protocol, but note that we discussed the sample mean from Eq. (2.7) without any regard to its optimality or possible alternatives. A topic which naturally arises in this context is whether it is possible to minimize the MSE from Eq. (2.8), or even more generally, if there exists a procedure to construct other types of estimators. One could be tempted to define a minimum mean square error (MMSE) estimator, which minimizes Eq. (2.8). However, min-


Figure 2.4: Variance of an estimator as a function of the parameter. Its variance will depend on $\theta$. This means that there is possibly no single optimal estimator for the whole domain of the parameter. In this illustration there is no MVU estimator. A similar argument holds for the MMSE. imizing the MSE for all values of $\theta$ with a single estimator is, in general, not possible [73] (p.19). For that reason, there is a couple of standard rules that one might follow in order to choose an appropriate estimator. One of them is to look for minimum variance unbiased (MVU) estimators. That is, we restrict ourselves to a class of unbiased estimators only, and choose the one with smallest variance. Nonetheless, even this strategy comes with a few caveats. For instance, the MVU estimator still might not exist. See Ref. [73] (p.20) or Ref. [74] (p.57) for examples. In Fig. 4.4 we depict a scenario where, depending on the value of $\theta$, different estimators are required for optimality. Even worse, there might be situations where biased estimators are a better choices; we arrive at a smaller MSE at the expense of an estimation which is,
on average, slightly different from the true value. This is the case of ridge regression or regularization, for example [75, 76]. Regardless of these details, for now we focus on the MVU case and follow with a concrete example where we can discuss several estimators, their performance and some relevant definitions, commenting on further details about the optimality of estimators along the way.

Example: We discuss a non-trivial example from Ref. [77] (pp.252-257, 274) where three very natural estimators arise. Consider that we sample a random variable $X$ from the uniform distribution with height $p_{U}(X)=1 / \theta$ in the interval $[0, \theta]$. Our objective is to estimate $\theta$ from the array $\mathbf{X}=\left(X_{1}, \ldots, X_{N}\right)$, that is, to estimate the largest value that $X$ can assume. ${ }^{3}$

The first estimator we can try to define is the sample maximum $\hat{\theta}_{1}=\max \mathbf{X}$. We need a few tricks in order to calculate the bias and the variance of this estimator. First, notice that for $n$ samples, the probability that $\hat{\theta}_{1}=Y=\max (\mathbf{X})$ is smaller than a certain value $y$ is given by

$$
\begin{equation*}
P(Y \leq y)=P\left(X_{1} \leq y\right) P\left(X_{2} \leq y\right) \ldots P\left(X_{n} \leq y\right)=\frac{y^{n}}{\theta^{n}} \tag{2.12}
\end{equation*}
$$

since all outcomes are independent. We can differentiate the expression above to obtain:

$$
\begin{equation*}
p_{Y}(y)=\frac{n y^{n-1}}{\theta^{n}}, \quad 0 \leq y \leq \theta \tag{2.13}
\end{equation*}
$$

with $p_{Y}(y)=0$ otherwise. The corresponding average reads:

$$
\mathbb{E}\left[\hat{\theta}_{1}\right]=\int_{0}^{\theta} y p_{Y}(y) d y=\frac{n}{n+1} \theta
$$

We then find that the bias is

$$
\begin{equation*}
b\left(\hat{\theta}_{1}\right)=\mathbb{E}\left[\hat{\theta}_{1}\right]-\theta=-\frac{\theta}{n+1} \tag{2.14}
\end{equation*}
$$

showing that the estimator $\hat{\theta}_{1}$ is biased. Fortunately, we can see that the bias goes to zero as $n \rightarrow 0$, so in this case we say that the estimator is asymptotically unbiased. The

[^3]minus sign in the equation above also makes sense: since we are taking the maximum of a finite sample, we are guaranteed to underestimate the actual maximum of the full distribution. From this point of view, the presence of a negative bias in the estimation is quite reasonable. In the same vein, we can then define a modified estimator
\[

$$
\begin{equation*}
\hat{\theta}_{2}=\frac{n+1}{n} \max (\mathbf{X}) \tag{2.15}
\end{equation*}
$$

\]

which is unbiased. Following the same steps we can actually show that $\mathbb{E}\left[\hat{\theta}_{2}\right]=\theta$. The extra factor of $(n+1) / n$ correct for this underestimation that we mentioned before by overestimating some guesses, averaging out the bias. We can also calculate the variance of this estimator, finding [79]:

$$
\begin{equation*}
\operatorname{Var}\left(\hat{\theta}_{2}\right)=\frac{\theta^{2}}{n(n+2)} \tag{2.16}
\end{equation*}
$$

This, however, is not the only unbiased estimator we can define. Another sensible choice is the estimator

$$
\begin{equation*}
\hat{\theta}_{3}=2 \overline{\mathbf{X}} \tag{2.17}
\end{equation*}
$$

In this case the midpoint of the uniform distribution is approximated by the sample mean $\overline{\mathbf{X}}$, and we double it in order to estimate $\theta$. However, we can show that the variance of this estimator is actually worse for $n>1$, because it reads:

$$
\begin{equation*}
\operatorname{Var}\left(\hat{\theta}_{3}\right)=\frac{\theta^{2}}{3 n} \tag{2.18}
\end{equation*}
$$

Therefore, we can see that the modified sample maximum estimator given by Eq. (2.15)


Figure 2.5: Estimators for the uniform sampling problem. We show (left) the uniform distribution with unknown support, (center) the sample maximum estimator $\hat{\theta}_{1}$ and (right) the midpoint estimator $\hat{\theta}_{3}$.
is better than the midpoint estimator $\hat{\theta}_{3}$. It is actually possible to show that this estimator is the MVU estimator of this distribution due to the fact that $\mathbf{X}$ is a complete sufficient statistic [80] (p.342). In fact, we point Ref. [81] to the more interested reader for a more extensive discussion on this example and how different techniques can be used to build or improve upon estimators. We briefly go back to this discussion at the end of this chapter.

As a final comment, we check which of the estimators $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$ has a smaller MSE. By using Eqs. (2.14) and (2.16) we can show, by direct calculation, that

$$
\begin{equation*}
\epsilon\left(\hat{\theta}_{1} \mid \theta\right)=\frac{2}{(n+1)(n+2)} \theta^{2} \tag{2.19}
\end{equation*}
$$

Meanwhile, since the modified sample mean estimator $\hat{\theta}_{2}$ is unbiased, its MSE is simply given by its variance in Eq. (2.16), that is $\epsilon\left(\hat{\theta}_{2} \mid \theta\right)=n \theta^{2} /(n+2)$. Thus, we can see that $\hat{\theta}_{2}$ is a better estimator even when we consider the MSE. One could be tempted to define a MMSE estimator for this example. However, as we claimed at the beginning of this section, this is not possible in general. As far as we are aware, this is a problem where there is no such strategy. To see this, consider the very trivial example of the constant estimator $\hat{\theta}_{c}=c$, with $c>0$. In this case it is clear that the MSE is given by $\epsilon\left(\hat{\theta}_{c} \mid \theta\right)=(c-\theta)^{2}$. It is clear to see that this estimator is the best one for $c=\theta$ but it is a very bad estimator otherwise, specially because its accuracy does not improve asymptotically. While this is a somewhat artificial example, it illustrates how we might come up with some estimators which are very good for some particular values of $\theta$ but which very bad otherwise. That is why it is hard to obtain MMSE estimators in general (in the frequentist sense).

What we can do in this example, it to find an optimal estimator of the form $\hat{\theta}_{\alpha}=$ $\alpha \max (\mathbf{X})=\alpha \hat{\theta}_{1}$. To see this, note that we can simply write the MSE of this estimator as

$$
\begin{equation*}
\epsilon\left(\hat{\theta}_{\alpha} \mid \theta\right)=\mathbb{E}\left[\left(\alpha \hat{\theta}_{1}-\theta\right)^{2}\right]=\alpha^{2} \mathbb{E}\left[\hat{\theta}_{1}^{2}\right]-2 \alpha \mathbb{E}\left[\hat{\theta}_{1}\right]+\theta^{2} \tag{2.20}
\end{equation*}
$$

Using the results from Eqs. (2.14) and (2.16) once again, we get

$$
\begin{equation*}
\epsilon\left(\hat{\theta}_{\alpha} \mid \theta\right)=n \theta^{2}\left(\frac{\alpha^{2}}{n+2}+2 \frac{\alpha}{n+1}-\frac{1}{n}\right) . \tag{2.21}
\end{equation*}
$$

Hence, by minimizing the equation above we can see that $\alpha=(n+2) /(n+1)$ minimizes the MSE for this class of estimators. This result is quite interesting. Even though the modified sample mean $\hat{\theta}_{2}$ is the best within the class of unbiased estimators, this new estimator $\hat{\theta}_{\alpha}$, which is a biased one, still wins when we use the MSE as a metric of error. The takeaway message is that looking for biased estimators might be useful in several scenarios, and that unbiasedness does not guarantees that the MSE is minimal.

This example was very meaningful because i) it shows how we can construct an unbiased estimator from a biased one, going from $\hat{\theta}_{1}$ to $\hat{\theta}_{2}$, and ii) it also illustrates a concrete scenario where we can directly compare a couple of different estimators in terms of their MSE and, more restrictively, unbiased estimators in terms of their variance. While we have introduced the sample maximum and the midpoint estimator in a somewhat arbitrary way in this example, in Sec. 2.6 we will show how these estimators can actually be obtained. Moreover, note how most of these estimators that we mentioned perform very well in the asymptotic limit. We will give some further thoughts on their asymptotic behavior in Sec. 2.7. However, in the next section we will take a slight detour, discussing a concept form statistics and information theory which will be central to the derivation of the Cramér-Rao bound in Sec. 2.5.

### 2.4 The Fisher information

Suppose we are given a continuous distribution $p(X)$. How can we introduce some notion of "closeness" with respect to another distribution $q(X)$ ? A prevalent quantity in mathematical statistics which deals with this problem is the Kullback-Leibler (KL) divergence, also known as relative entropy, which is defined as:

$$
\begin{equation*}
D(p \| q):=\mathbb{E}_{p}\left[\ln \frac{p(X)}{q(X)}\right]=\int p(x) \ln \frac{p(x)}{q(x)} d x \tag{2.22}
\end{equation*}
$$

In the discrete case we simply substitute the integral by a summation. Strictly speaking, this is not really a measure of distance because it is not symmetric, nor it obeys the triangle inequality. Nevertheless, the KL divergence is still a intuitive way of comparing
distributions. ${ }^{4}$
Now, consider that the distribution $p_{\theta}(x)$ is parametrized by $\theta$, as we had in the previous sections, and twice differentiable. We are interested in calculating the KL divergence for this distribution with itself but for different parametrizations. That is, given two parameters $\theta$ and $\theta_{0}$, where we regard the latter as the "true" one, we can compute the KL divergence as:

$$
\begin{equation*}
D\left(p_{\theta_{0}}| | p_{\theta}\right)=\int p_{\theta_{0}}(x) \ln \frac{p_{\theta_{0}}(x)}{p_{\theta}(x)} d x \tag{2.23}
\end{equation*}
$$

Since we expect to have $D(p \| q) \geqslant 0$, with equality if, and only if, $p=q$, we can conclude that $\theta=\theta_{0}$ is a minimum point for Eq. (2.23), as any other value of $\theta$ should increase the KL divergence. So, if we regard $p_{\theta}(x)$ as an estimated distribution, the KL divergence is a measure of how close we are to the true model $p_{\theta_{0}}(x) .{ }^{5}$ Additionally, this also guarantees that the first derivative of Eq. (2.23) evaluates to zero at $\theta=\theta_{0}$ and that it is locally convex around this minimum [85]. These observations allow us to Taylor-expand the KL divergence between the two parametrizations as:

$$
\begin{equation*}
D\left(p_{\theta_{0}} \| p_{\theta}\right)=\frac{\left(\theta-\theta_{0}\right)^{2}}{2} F_{\theta_{0}}(X)+O\left(\left(\theta-\theta_{0}\right)^{3}\right) \tag{2.24}
\end{equation*}
$$

The term $F_{\theta_{0}}(X)$ appearing in the equation above is defined as the Fisher information:

$$
\begin{equation*}
F\left(\theta_{0}\right):=\left.\frac{\partial^{2}}{\partial \theta^{2}} D\left(p_{\theta_{0}}| | p_{\theta}\right)\right|_{\theta=\theta_{0}} \geqslant 0 \tag{2.25}
\end{equation*}
$$

We will now follow some algebraic steps in order to make the definition above more operational and its interpretation more apparent. First, we re-express Eq. (2.25) in terms of the expected value at the point $\theta=\theta_{0}$ :

$$
\begin{equation*}
F(\theta)=-\mathbb{E}_{p_{\theta}}\left[\frac{\partial^{2}}{\partial \theta^{2}} \ln p_{\theta}(X)\right] . \tag{2.26}
\end{equation*}
$$

[^4]By using the product and chain rules and explicitly differentiating the expression inside the expected value we get:

$$
\begin{equation*}
F_{\theta}(X)=-\mathbb{E}_{p_{\theta}}\left[\frac{1}{p_{\theta}(X)} \frac{\partial^{2} p_{\theta}}{\partial \theta^{2}}(X)\right]+\mathbb{E}_{p_{\theta}}\left[\left(\frac{1}{p_{\theta}(X)} \frac{\partial p_{\theta}}{\partial \theta}(X)\right)^{2}\right] . \tag{2.27}
\end{equation*}
$$

By using the normalization condition of the pdf, we can show that the first term vanishes:

$$
-\mathbb{E}_{p_{\theta}}\left[\frac{1}{p_{\theta}(X)} \frac{\partial^{2} p_{\theta}}{\partial \theta^{2}}(X)\right]=-\frac{\partial^{2}}{\partial \theta^{2}} \int p_{\theta}(x) d x=0 .
$$

Therefore, the alternative expression for the Fisher information reads:

$$
\begin{equation*}
F_{\theta}(X)=\int \frac{1}{p_{\theta}(x)}\left[\frac{\partial p_{\theta}}{\partial \theta}(X)\right]^{2} d x=\mathbb{E}_{p_{\theta}}\left[\left(\frac{\partial}{\partial \theta} \ln p_{\theta}(X)\right)^{2}\right] \tag{2.28}
\end{equation*}
$$

The Fisher information is a quantity which basically tell us how sensitive a distribution is to changes around $\theta_{0}$. If $F_{\theta}$ is large, this means that the relative entropy $D\left(p_{\theta_{0}} \| p_{\theta}\right)$ is very sharp in the neighborhood of $\theta_{0}$. We will probe a little bit further on this interpretation after we discuss the maximum likelihood mathod in Sec. 2.6. Moreover, the usefulness of the FI will become even clear after we discuss the Cramér-Rao bound in the next section.

In this derivation we have implicitly assumed some regularity conditions on the probability distribution $p_{\theta}(x)$. Besides the differentiability condition that we have briefly mentioned, it is also required that the support of the distribution does not depend on the parameter $\theta$ itself. Unfortunately, this include some cases such as the example which we have discussed in the last section for the uniform distribution. In that problem, the support is given by $[0, \theta]$, with an explicit dependence on the parameter $\theta$. For now, we go back to the Bernoulli distribution from Sec. 2.1, discussing a concrete example:

Example: Consider the Bernoulli distribution from Eq. (2.5). We have:

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \ln p_{\theta}(X)=\frac{X}{\theta}-\frac{(1-X)}{(1-\theta)} \tag{2.29}
\end{equation*}
$$

It holds that $\mathbb{E}_{p_{\theta}}[X]=0 . p_{\theta}(X=0)+1 . p_{\theta}(X=1)=\theta$ and $\mathbb{E}_{p_{\theta}}\left[X^{2}\right]=0^{2} p_{\theta}(X=$ $0)+1^{2} p_{\theta}(X=1)=\theta$. Thus, we can simply use Eqs. (2.28) and (2.29) to obtain the

Fisher information for the Bernoulli distribution

$$
\begin{equation*}
F_{\theta}(X)=\frac{1}{\theta(1-\theta)} . \tag{2.30}
\end{equation*}
$$

Thus, we can see that the FI is minimum for $\theta=1 / 2$ and that it diverges for $\theta \rightarrow 0$ or $\theta \rightarrow 1$. See the results in Fig. 2.6.

Notice, both from Eq. (2.28) and from Fig. 2.6 in the example, that the Fisher information in general will depend on the parameter $\theta$. Thus, the information we have about a distribution will in general depend on the very parameter we are trying to estimate. It might therefore be difficult to be aware of the attainable information about a model beforehand. This is one of the difficulties we expect to address in sub-


Figure 2.6: Fisher information of the Bernoulli distribution. sequent sections.

### 2.5 The Cramér-Rao bound

We saw that the concept of Fisher information introduces a degree of knowledge, or of sensibility upon a parameter $\theta$, that we have about a model or a distribution. Is there a rigorous way of relating this with the framework of estimation theory? The very famous result by Cramér and Rao [68, 69], where one is able to relate the variance of an estimator with the Fisher information of the distribution, answers this question. This is one of the main results of the literature that we are going to review in this work and it will be fundamental for our review on metrology and thermometry in Chapter 4.

Here we introduce the Cramér-Rao bound for the more general case of biased estimator [74] (p.325). We follow a derivation similar to the one found in Ref. [73] (pp. 67-69). First, we require that the regularity condition

$$
\begin{equation*}
\mathbb{E}_{p_{\theta}}\left[\frac{\partial \ln p_{\theta}(x)}{\partial \theta}\right]=0 . \tag{2.31}
\end{equation*}
$$

holds for all $\theta$. The strategy to derive the CRB is to simply use the Cauchy-Schwartz inequality for integrals:

$$
\begin{equation*}
\int f(x)^{2} w(x) d x \int g(x)^{2} w(x) d x \geqslant\left(\int f(x) g(x) w(x) d x\right)^{2} \tag{2.32}
\end{equation*}
$$

It is intuitive to pick the weight here as the distribution, that is $w(x)=p_{\theta}(x)$ so every integral becomes an expected value with respect to the $p_{\theta}(x)$. The other two choices we make are:

$$
\begin{align*}
& f(x)=\frac{\partial \ln p_{\theta}(x)}{\partial \theta}  \tag{2.33}\\
& g(x)=\hat{\theta}(x)-\mathbb{E}[\hat{\theta}(x)]
\end{align*}
$$

The first function is also commonly called score in the literature, and $g(x)$ are the fluctuations of the estimator around the mean. We can begin by solving the RHS of the inequality. Note that we can write this integral as:

$$
\begin{equation*}
\int f(x) g(x) w(x) d x=\int \frac{\partial \ln p_{\theta}(x)}{\partial \theta}(\hat{\theta}(x)-\mathbb{E}[\hat{\theta}(x)]) p_{\theta}(x) d x \tag{2.34}
\end{equation*}
$$

The first term is given by:

$$
\begin{equation*}
\int \hat{\theta}(x) \frac{\partial \ln p_{\theta}(x)}{\partial \theta} p_{\theta}(x) d x=\int \hat{\theta}(x) \frac{\partial p_{\theta}(x)}{\partial \theta} d x=\frac{\partial}{\partial \theta} \int \hat{\theta}(x) p_{\theta}(x) d x \tag{2.35}
\end{equation*}
$$

Note that here we used one of the regularity conditions which enable us to swap the integration and the derivative and also the assumption that the estimator is independent of $\theta$. The expression above is thus simply the derivative of the expected value of the estimator. We can then rearrange the term above in terms of the bias and the real parameter as:

$$
\begin{equation*}
\frac{\partial}{\partial \theta} \int \hat{\theta}(x) p_{\theta}(x) d x=1+b^{\prime}(\theta) \tag{2.36}
\end{equation*}
$$

since $b(\theta)=\mathbb{E}[\hat{\theta}(x)]-\theta$. Thus, we can write the inequality as:

$$
\begin{equation*}
\int f(x)^{2} w(x) d x \int g(x)^{2} w(x) d x \geq\left(1+b^{\prime}(\theta)\right)^{2} \tag{2.37}
\end{equation*}
$$

Now we can show that the integral of the score is simply the Fisher information:

$$
\begin{equation*}
\int f(x)^{2} w(x) d x=\int\left(\frac{\partial \ln p_{\theta}(x)}{\partial \theta}\right)^{2} p_{\theta}(x) d x=F(\theta) \tag{2.38}
\end{equation*}
$$

and finally, note that

$$
\begin{equation*}
\int g(x)^{2} w(x) d x=\int(\hat{\theta}(x)-\mathbb{E}[\hat{\theta}(x)])^{2} p_{\theta}(x) d x=\operatorname{Var} \hat{\theta}(x) . \tag{2.39}
\end{equation*}
$$

However, because of the bias-variance decomposition we have $\epsilon(\hat{\theta}(x) \mid \theta)=\operatorname{Var} \hat{\theta}(x)+$ $b(\theta)^{2}$ [Eqs. (2.8) and (2.9)], and we can write

$$
\begin{equation*}
\int g(x)^{2} w(x) d x=\epsilon(\hat{\theta}(x) \mid \theta)-b(\theta)^{2} \tag{2.40}
\end{equation*}
$$

Now we can simply rearrange the equations (2.37), (2.38) and (2.40) in order to arrive at the desired inequality [74]:

## The biased Cramér-Rao bound

If a pdf $p_{\theta}(x)$ obeys the regularity condition (2.31) for all $\theta$, then any estimator $\hat{\theta}(x)$ must satisfy:

$$
\begin{equation*}
\epsilon(\hat{\theta}(x) \mid \theta) \geqslant \frac{\left(1+b^{\prime}(\theta)\right)^{2}}{F(\theta)}+b(\theta)^{2} . \tag{2.41}
\end{equation*}
$$

If the estimator in unbiased, we obtain the standard and more famous result:

## The Cramér-Rao bound

Under the same conditions described above, any unbiased estimator $\hat{\theta}(x)$ must satisfy:

$$
\begin{equation*}
\operatorname{Var}(\hat{\theta}(X)) \geqslant \frac{1}{F(\theta)} \tag{2.42}
\end{equation*}
$$

This very important result establishes an ultimate limit of precision for any possible estimator. It is also clear that the existence of this bound also provides a very practical advantage: if we can find an estimator $\hat{\theta}^{*}$ which saturates this bound, we know that $\hat{\theta}^{*}$ will be optimal. This greatly simplifies the very troublesome quest of looking for MVU estimators. Any estimator which saturates Eq. (2.42) is said to be efficient.

A important property of the FI is its additivity: given two pdfs $p_{1 ; \theta}\left(X_{1}\right)$ and $p_{2 ; \theta}\left(X_{2}\right)$
with FI $F_{1}(\theta)$ and $F_{2}(\theta)$, respectively, the FI of $p_{1 ; \theta}\left(X_{1}\right) p_{2 ; \theta}\left(X_{2}\right)$ is given by their sum $F_{1}(\theta)+F_{2}(\theta)$. See Refs. [86, 87] for an extensive discussion on the properties of the FI. From the additivity of the FI, the CRB can be rewritten as

$$
\begin{equation*}
\operatorname{Var}(\hat{\theta}(\mathbf{X})) \geqslant \frac{1}{n F(\theta)} \tag{2.43}
\end{equation*}
$$

for a sequence $\mathbf{X}=X_{1}, \ldots, X_{n}$ of i.i.d. outcomes. If the estimator saturates the bound above asymptotically, it is said to be asymptotically efficient.

E Example: We found in the last example that the FI of the Bernoulli distribution is given by $F_{\theta}(X)=1 / \theta(1-\theta)$. This means that the CRB for the binomial distribution (with $n=1$ for the Bernoulli distribution) reads $\operatorname{Var}(\hat{\theta}(\mathbf{X})) \geqslant \theta(1-\theta) / n$. We would like to check how the variance of a real estimator compares with this bound. The natural candidate is simply the sample mean which we have discussed in Sec. 2.1. The variance of $\bar{\theta}(\mathbf{X})$ is given by:

$$
\begin{equation*}
\operatorname{Var}(\bar{\theta}(\mathbf{X}))=\frac{\operatorname{Var} X_{1}+\ldots+\operatorname{Var} X_{n}}{n^{2}}=\frac{\theta(1-\theta)}{n} \tag{2.44}
\end{equation*}
$$

Thus, we can see that the sample mean actually saturates the CRB in this case. It is not only a MVU estimator, but also an efficient estimator. However, the converse is not true in general; the existence of a MVU estimator does not guarantee its efficiency. See Ref.[88] (p.194) for example.

The example above shows that the sample mean is the best unbiased estimator one can construct for the Bernoulli and the binomial distributions. This lead us to a very important question: under which conditions is it possible obtain efficient estimators which saturate the CRB? It can be shown that this is only possible for the exponential family [89, 90]. In more general scenarios, one will obtain estimators which, at best, satisfy the weaker condition of asymptotic efficiency. We will learn a method for obtaining such estimators in the next section.

### 2.6 The maximum likelihood estimation

R. A. Fisher introduced, during the early decades of the 20th century, a method known as maximum likelihood estimation (MLE). See Refs. [91] and [92] for a historical contextualization. This method is a quite general and practical approach, which is specially useful when obtaining a MMSE or a MVU estimator is either not trivial or not possible. Moreover, MLE results in estimators with several useful asymptotic properties.

The pdf $p\left(X_{1}, \ldots, X_{n} \mid \theta\right)$ for $X_{1}, \ldots, X_{n}$ conditioned of the parameter $\theta$ is also known as the likelihood. The strategy of the MLE is very simple. Given the $\operatorname{pdf} p(\mathbf{X} \mid \theta)$ and the outcomes $\mathbf{X}=X_{1}, \ldots, X_{n}$, what is the value of $\theta$ which makes the observation of $\mathbf{X}$ most likely? In other words, we define the maximum likelihood estimator as:

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}(\mathbf{X}):=\underset{\theta}{\arg \max } p(\mathbf{X} \mid \theta) . \tag{2.45}
\end{equation*}
$$

Since the logarithm is a monotonic function, it is sometimes more convenient, or numerically efficient, to minimize the $\log$-likelihood $\ln p\left(X_{1}, \ldots, X_{n} \mid \theta\right)$ instead:

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}(\mathbf{X})=\underset{\theta}{\arg \max } \ln p(\mathbf{X} \mid \theta) . \tag{2.46}
\end{equation*}
$$

[ Example: Let us to back to the binomial distribution example. In this case we can take the derivative of the log-likelihood and equate it with zero to find:

$$
\frac{\partial \ln p(n, k \mid \theta)}{\partial \theta}=\frac{k}{\theta}+\frac{n-k}{1-\theta}=0,
$$

which yields the sample mean estimator

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}(\mathbf{X})=\frac{k}{n}=\frac{1}{n} \sum X_{i} . \tag{2.47}
\end{equation*}
$$

## $\square$

Similarly, it can be shown that the MLE also yields the sample maximum estimator $\hat{\theta}_{\text {MLE }}(\mathbf{X})=\max \mathbf{X}$ that we have discussed in the example of Sec. 2.3. This also shows that the MLE is not necessarily unbiased at finite sample size and that it is not guaranteed to coincide with the MVU.

We will briefly discuss some of the properties of the maximum-likelihood estimators. While we will not present the proofs, those can be obtained in any standard reference for point estimation theory (see e.g. [74, 80]).

- The MLE is asymptotically distributed as:

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MLE}}(\mathbf{X}) \underset{n \rightarrow \infty}{\sim} \mathcal{N}\left(\theta, \frac{1}{n F(\theta)}\right) . \tag{2.48}
\end{equation*}
$$

Here $\mathcal{N}\left(\mu, \sigma^{2}\right)$ denotes a Gaussian distribution with mean $\mu$ and variance $\sigma^{2}$.

- The result above shows that the MLE is asymptotically unbiased and it is also asymptotically efficient, that is, its asymptotic variance is proportional to the reciprocal of the Fisher information. This implies that the maximum likelihood estimation is, at least asymptotically, an estimator of minimum variance.
- If $g(\theta)$ is a one-to-one function of $\theta$, the MLE of $g(\theta)$ is simply $\hat{g}_{\text {MLE }}=g\left(\hat{\theta}_{\text {MLE }}\right)$.

These properties show why the MLE can be regarded as an asymptotically optimal estimator and why this method is a good rule-of-thumb when looking for estimators. This method is also numerically friendly. One can simply estimate the MLE numerically by using, e.g., Monte-Carlo methods. A disadvantage of this method which is worth mentioning is that it might be hard deciding beforehand how quickly it converges to a good asymptotic approximation [73]. Other procedures for obtaining estimators also exist, such as the method of moments.

### 2.7 Properties of estimators

In this section we give a brief summary the most relevant properties of estimators. We will review the properties that we have already encountered and also mention extra ones for completeness. Some of these properties will also motivate discussions in future chapters.

Unbiasedness. The estimator is said to be unbiased when its expected value coincides with the true value of the parameter for every $\theta$ :

$$
\begin{equation*}
\mathbb{E}[\hat{\theta}]=\theta . \tag{2.49}
\end{equation*}
$$

The sample mean estimator is an unbiased estimator for the binomial distribution, for example. We also mentioned the property of asymptotic unbiasedness before. This a weaker condition, which happens when the estimator is unbiased in the asymptotic limit $n \rightarrow \infty$. The sample maximum estimator that we have encountered in Sec. 2.3 was biased, but asymptotically unbiased.

Efficiency. An estimator is efficient when the equality in the CRB (2.42) holds. The sample mean for the binomial distribution is an example of efficient estimator. Analogously, an estimator is asymptotically efficient when the CRB is saturated in the asymptotic limit $n \rightarrow \infty$. See the chapter 10 of Ref. [80] for a discussion on the asymptotic properties of esti-


Figure 2.7: Comparison of estimators with the CRB. mators. Note that even when the variance of an estimator goes to zero with $n \rightarrow \infty$, its asymptotic efficiency is not guaranteed. One such example is the median estimator for the average of a normal distribution [79] (p.290). That is, even in the asymptotic limit, some estimators do not attain the CRB.

Finally, we can also define the concept of relative efficiency. This is a property of unbiased estimators. If $\operatorname{Var} \hat{\theta}^{*}<\operatorname{Var} \hat{\theta}$, then $\hat{\theta}^{*}$ is relatively more efficient than $\hat{\theta}$. Remember that if this inequality holds for every $\hat{\theta}$, then $\hat{\theta}^{*}$ is the minimum variance unbiased estimator, as we saw in Sec. 2.3.

Consistency. This property means that by increasing $n$ the estimator can approach the true value of the true parameter with arbitrary precision (in probability). This can be written as:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P(|\hat{\theta}-\theta|<\epsilon)=1 \tag{2.50}
\end{equation*}
$$

for all $\epsilon>0$. While it is sometimes possible to explicitly check the consistency of an estimator by direct calculation, it is more usual to check for other properties: if the estimator is asymptotically unbiased and if its variance goes to zero with $n \rightarrow \infty$, then the estimator is consistent [80] (p. 469). For instance, note that this also means that the MLE is asymptotically consistent.

Sufficiency. An estimator is said to be sufficient if, and only if, the pdf $p(\mathbf{X} \mid \hat{\theta})$ of $X_{1}, \ldots, X_{n}$ conditioned on $\hat{\theta}$ is independent of $\theta$ [70] (pp. 305-307). This property means that no particular function or combination of the samples $X_{1}, \ldots, X_{n}$ in $\theta$ is more likely than others. One such example is the binomial distribution from Eq. (2.6): the sample mean $\overline{\mathbf{X}}=\left(X_{1}+\ldots X_{N}\right) / n=k / n$ happens to be a sufficient estimator in this case [79] (p. 295). Intuitively, this is due to the fact that only the number of heads and tails matter in the estimation, and not the order or a any other complicated functions of the outcomes. In analogy, we can also express an estimator, such as the one above, in terms of a function $T(\mathbf{X})$ of the outcomes $\mathbf{X}$, that is, of a statistic $T$. In the case of the sample mean, the sum $X_{1}+\ldots+X_{N}$ of the outcomes is a sufficient statistic. A very helpful result, known as the Fisher-Neyman factorization theorem, can be used to verify whether a statistic is sufficient [73] (p. 104).

The idea of sufficiency is not only of conceptual interest: it can also aid us in finding a good estimator. Given an unbiased estimator $\hat{\theta}$, a sufficient statistic $T$ and the conditional expectation $\mathbb{E}[X \mid Y=x]:=\sum_{x} x \quad p(X=x \mid Y=y)$, the Rao-Blackwell theorem [74] (p. 47) states that $\hat{\theta}_{T}=\mathbb{E}[\hat{\theta} \mid T]$ is a better unbiased estimator of $\theta$ for all $\theta$.' In other words, this theorem gives a procedure for improving estimators simply by conditioning them on a sufficient statistics [73] (p. 109). This is of great practical aspect: one can start with a crude estimator and improve on it by using the Rao-Blackwell theorem. Equally importantly, as a corollary this theorem also implies that the MVU estimator is necessarily a function of a sufficient statistic.

This result from Rao and Blackwell leads to the Lehmann-Scheffé theorem, which states that if a statistics possesses a property called completeness, a unbiased estimator $\hat{\theta}_{T}$ based on $T$ is the best and unique unbiased estimator of $\theta$. We will not discuss this extra property here, but a statement of the theorem can be found in Ref. [80] (p. 369). With the aid of the factorization theorem, this construction can be used to show that the sample maximum is a sufficient statistics for the uniform distribution that we discussed in Sec. 2.3, for example. This proves that the unbiased sample maximum is precisely the MVU estimator [73] (p. 113).

Finally, it is worth stressing that regardless of these conclusions, biased estimators might still be preferable, so one should still be careful when looking for an optimal esti-


Figure 2.8: Common definitions for estimators.
mation strategy. See Ref. [93] for an interesting example.
Robustness. This is another property which we are not going to define mathematically, but we will nevertheless mention it for completeness. This is a more recent concept in relation to the others, and it may very often have different definitions in the literature. Nonetheless, robustness is related to the idea that an estimator should still perform well enough even under underlying assumptions about the models are not entirely correct or precise. One might, for instance, sacrifice optimality in exchange for an estimator which performs reasonably well even for a probability distribution (a model) slightly different from what is ideally expected [77] (p. 272). A concrete example is given in Ref. [80] (p.482).

A visual summary of these properties can also be found in Fig. 2.8. While we will not give further attention to the theoretical aspects of some of these properties in this work, it was important mentioning them in order to justify the use of a few estimation strate-
gies that we are going to be focusing from hereafter, such as the maximum likelihoodestimation, and a few Bayesian strategies that we are going to encounter in the next section. The interested reader can find several useful discussions and counter-examples for the theory of point estimation in Ref. [88].

## Chapter 3

## Bayesian statistics

Bayesian statistics constitutes a departure from the frequentist framework that we discussed in the last chapter. In the frequentist scenario we were mainly concerned with likelihood functions, which are conditioned on the deterministic, but unknown parameter, and also with quantities averaged over different realizations of the problem, such as the MSE. Meanwhile, here we focus on probability distributions over the parameters instead. Now, unknown parameters of a distribution are regarded as random variables themselves [94], while the relevant distributions are conditioned on the data instead. This is a useful approach in experimental scenarios, specially in problems where the notion of repeatability, very natural in frequentism, is less intuitive or difficult to implement. In those situations, the experimenter is probably interested in extracting information of his or her data as much as possible, and not from every possible realization. Similarly, maybe one is interested on how the model and how the estimators would behave for a large set (or interval) of different parameters.

This paradigm shift introduces a few conceptual and practical differences, as we shall see [95]. Many standard texts give a broad overview of the field those two schools. In fact, some authors even argue that Bayesian methods have a broader applicability nowadays [58]. We abstain from these discussions: the contents of this chapter are mainly concerned with some of the cornerstones of the Bayesian inference and their practical implications. In particular, in Secs. 3.1 and 3.2 we show how the Bayesian formulation can be used as an algorithmic procedure to obtain concrete estimators, in consonance with much of the development and the concepts which we have encountered in the last chapter. In the same
vein, the Bayesian approach results in a modified version of the Cramér-Rao bound [96] which we discuss in Sec. 3.3.

### 3.1 Bayes' theorem

The joint probability $p(A, B)$ of two events $A$ and $B$ can be decomposed in a symmetric manner with the use of conditional probabilities:

$$
\begin{equation*}
p(A, B)=p(A \mid B) p(B)=p(B \mid A) p(A) \tag{3.1}
\end{equation*}
$$

A rearrangement leads us to the Bayes theorem,

$$
\begin{equation*}
p(A \mid B)=\frac{p(B \mid A) p(A)}{p(B)} \tag{3.2}
\end{equation*}
$$

which is the basis of the Bayesian statistical inference. See Ref. [97] for a very complete introductory discussion and some brief historical remarks. A simple change of notation will bring an interpretation of the equation above which is closer to our current context. In the problem of estimation theory we can consider $A$ to be the parameter $\theta$ and $B$ to be the sequence of random variables $\mathbf{X}=X_{1}, \ldots, X_{n}$. By doing so, we rewrite Eq. (3.2) as:

$$
\begin{equation*}
p(\theta \mid \mathbf{X})=\frac{p(\mathbf{X} \mid \theta) p(\theta)}{p(\mathbf{X})}=\frac{p(\mathbf{X} \mid \theta) p(\theta)}{\int p(\mathbf{X} \mid \theta) p(\theta)}=\frac{1}{\mathcal{N}} p(\mathbf{X} \mid \theta) p(\theta) \tag{3.3}
\end{equation*}
$$

The familiar term $p(\mathbf{X} \mid \theta)$ is called the likelihood, as seen in the the problem of classical estimation. This terms tell us what is the probability of obtaining a particular trajectory (or detection record) $\mathbf{X}$ if the distribution is parametrized by $\theta$. The term $\mathcal{N}:=p(\mathbf{X})=\int p(\mathbf{X} \mid \theta) p(\theta)$ is just the marginalized distribution of $\mathbf{X}$, and it is essentially a normalization factor in the Bayes theorem.

The novelty of the Bayesian approach comes from the two other terms. The distribution $p(\theta)$ is called the prior distribution, and it embeds any previous knowledge we might have about the parameter $\theta$. For instance, we might know that $\theta$ is truncated at a certain value, or that it lies within a particular interval. All this information can be incorporated into the prior, ideally improving the estimates by including any previous
information about the model.
The final term, $p(\theta \mid \mathbf{X})$ is called the posterior distribution, and is it the most important object in the Bayesian setting. One possible interpretation for this distribution is the following: given the realization $X_{1}, \ldots, X_{n}$, how likely it is that these outcomes were generated by the parameter $\theta$ ? Another very important view is that the posterior distribution represents an update of the prior: given $p(\theta)$, how does the observation of the outcomes $X_{1}, \ldots, X_{n}$ updates our state-of-knowledge about the model?

The latter interpretation thus allows for a sequential update scheme which is very natural in, e.g., real experiments or investigations. Suppose we start with a prior distribution $p(\theta)$ and that we obtain an outcome $X_{1}$. The posterior distribution, given this outcome, is given by $p\left(\theta \mid X_{1}\right) \propto p\left(X_{1} \mid \theta\right) p(\theta)$ up to the normalization factor. Now, suppose that the outcomes are i.i.d. Upon obtaining a second outcome $X_{2}$, we can use the first posterior $p\left(\theta \mid X_{1}\right)$ as the prior in Eq. (3.3) and the new likelihood as the probability $p\left(X_{2} \mid \theta\right)$, so the updated distribution becomes $p\left(\theta \mid X_{2} X_{1}\right) \propto p\left(X_{2} \mid \theta\right) P\left(\theta \mid X_{1}\right) \propto$ $p\left(X_{2} \mid \theta\right) p\left(X_{1} \mid \theta\right) p(\theta)$. With each new outcome $X_{n+1}$, one can update the distribution $p\left(X_{n} \ldots X_{1} \mid \theta\right)$ to $p\left(X_{n+1} X_{n} \ldots X_{1} \mid \theta\right)$. In this case, after we observe a new outcome, the current posterior will become the prior in the subsequent step, in other words, we can depict this sequential updating scheme as: ${ }^{1}$

$$
\begin{equation*}
p\left(\theta \mid X_{n+1} X_{n} \ldots X_{1}\right) \propto p\left(X_{n+1} \mid \theta\right) p\left(\theta \mid X_{n} \ldots X_{1}\right) \propto p\left(X_{n+1} \mid \theta\right) \ldots p\left(X_{1} \mid \theta\right) p(\theta) . \tag{3.4}
\end{equation*}
$$

A pictorial representation of this scheme is Shown in Fig. 3.1. Of course, if one is not interested in studying or visualizing the intermediate distributions, it is possible to update the prior with all the outcomes $X_{1}, \ldots, X_{n}$ at once in a single calculation; this avoids the trouble of normalazing the distribution at every step. Explicitly calculating the intermediate distribution is not strictly necessary, and both strategies are equivalent. We have included this description motivated by the fact that this is a strategy which is going to be used in later chapters. For now, we discuss in an example how the Bayes theorem can be used in practice.

[^5]

Figure 3.1: Illustration of the sequential updating scheme.
$\square$ Example: Let us go back to the coin-toss example. In order to emulate ignorance about the parameter $\theta$, we will assume that the prior is given by a flat distribution $p(\theta)=1$. The likelihood, as we are aware, is given by the Bernoulli distribution in Eq. (2.5). Now, suppose that one obtains an outcome $X_{1}$. The posterior distribution is given by:

$$
\begin{equation*}
p\left(\theta \mid X_{1}\right)=\frac{1}{\mathcal{N}_{1}} \theta^{X_{1}}(1-\theta)^{1-X_{1}} \tag{3.5}
\end{equation*}
$$

Now, consider that we obtain a second outcome given by $X_{2}$. The posterior in this case becomes:

$$
\begin{equation*}
p\left(\theta \mid X_{2} X_{1}\right)=\frac{1}{\mathcal{N}_{2}} \theta^{X_{1}+X_{2}}(1-\theta)^{2-X_{1}-X_{2}} \tag{3.6}
\end{equation*}
$$

For concreteness, let us take a realization where $X_{1}=1$ and that $X_{2}=0$. By doing so, the posterior in the equations above becomes:

$$
\begin{gather*}
p\left(\theta \mid X_{1}=1\right) \propto \theta  \tag{3.7}\\
p\left(\theta \mid X_{2}=0, X_{1}=1\right) \propto \theta(1-\theta)
\end{gather*}
$$

By normalizing the distributions, we get $\mathcal{N}_{1}=\int_{0}^{1} \theta d \theta=1 / 2$ and $\mathcal{N}_{2}=1 / 6$, respectively. Thus, the posterior for the particular realization $\left(X_{1}, X_{2}\right)=(1,0)$ in the coin toss experiment is given by:

$$
\begin{align*}
p\left(\theta \mid X_{1}=1\right) & =2 \theta  \tag{3.8}\\
p\left(\theta \mid X_{2}=0, X_{1}=1\right) & =6 \theta(1-\theta) .
\end{align*}
$$

We show the results in Fig. 3.2. The plot for $p\left(\theta \mid X_{1}\right)$ tell us that as we increase $\theta$, it is increasingly likely that one would obtain $X_{1}=1$. This probability is obviously zero (one) for $\theta=0(\theta=1)$, corresponding to the scenario where the coin is fully biased. Similarly, $p\left(\theta \mid X_{2} X_{1}\right)$ tells us that the greatest chance of obtaining exactly one head and one tail in two trials happens when the coin is perfectly fair, that is, when we have $\theta=1 / 2$,


Figure 3.2: Posterior distribution in the coin toss experiment. Here we assume a flat prior and the realization $\left(X_{1}, X_{2}\right)=$ $(1,0)$. as seen in the plot. Equivalently, we can say that parametrizing the Bernoulli distribution with $\theta=1 / 2$ maximizes our chances of obtaining the observed realization $\left(X_{1}, X_{2}\right)=(1,0)$.

Finally, note that for an arbitrary number of outcomes $X_{1}, \ldots, X_{n}$, one would simply obtain the posterior distribution:

$$
\begin{equation*}
p\left(\theta \mid X_{n} \ldots X_{1}\right) \propto \theta^{\sum_{i} X_{i}}(1-\theta)^{n-\sum_{i} X_{i}} . \tag{3.9}
\end{equation*}
$$

Normalizing the distribution above is not entirely trivial. We will go back to this example in the next section.

The example above has shown how we can obtain the posterior for a desired parameter $\theta$ that we expect to estimate. Additionally, we could explicitly see how the stochastic outcomes result in distributions which are updated with new measurements. However, differently from the point estimation scenario where we had a single number as an estimate, here we have a whole range of values that $\theta$ might assume, with an associated probability $p(\theta \mid \mathbf{X})$. This is a departure from the classical estimation theory and one of the main differences which we encounter with the Bayesian procedures. Nevertheless, it is still possible to perform point estimation even in the Bayesian case, as we shall discuss in Sec. 3.2. This means, of course, that it would be erroneous to think that point estimation is restricted to the classical paradigm and that interval estimation is restricted to the Bayesian theory: the Bayesian and the frequentist approaches are, in different ways,
capable of both [74].
For now, let us take a slight detour in order to discuss a potential obstacle which might have been apparent from the last example. Obtaining the normalization factor in Eq. (3.3) is, in general, a very taxing effort. This is valid both in the theoretical and numerical scenarios [64]. The analytical normalization factor for the posterior from Eq. (3.9) in the example, for instance, requires some work to be found. Even so, a non-standard prior could result in a even more difficult integral, and, in the worst case scenario, one which might not have a solution in terms of elementary functions.

This complication motivates the definition of conjugate priors. We say that a prior $p(\theta)$ is conjugate to a likelihood function $p(\mathbf{X} \mid \theta)$ whenever the application of the Bayes theorem results in a posterior $p(\theta \mid \mathbf{X})$ which belongs to the same family of probability distributions as the prior [98]. This provides the enormous advantage of simplifying the normalization of the posterior: instead of calculating a (possibly highly dimensional) integral for several outcomes at once, or re-normalizing it at every step, as we did in the last example, one can simply find the normalization factor once for pertinent family of distributions and update its parameters accordingly. We proceed with the Bernoulli distribution as an example.

Example: The conjugate for the Bernoulli distribution is the Beta distribution

$$
\begin{equation*}
\mathcal{B}_{(\alpha, \beta)}(\theta):=\frac{1}{B(\alpha, \beta)} \theta^{(\alpha-1)}(1-\theta)^{(\beta-1)}, \tag{3.10}
\end{equation*}
$$

defined in terms of hyperparameters (parameters which define the prior distribution) $\alpha$ and $\beta$. The normalization constant is given by the Beta function, defined as:

$$
\begin{equation*}
B(\alpha, \beta):=\int_{0}^{1} t^{\alpha-1}(1-t)^{\beta-1} d t=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)} . \tag{3.11}
\end{equation*}
$$

The second equality establishes a relationship between the Beta function and the wellknown Gamma function $\Gamma(x)$ (see Ref. [99]). While these definitions might come across as unnecessary complications, they will greatly simplify some calculations later on.

Suppose that our prior is given by the Beta distribution with hyperparameters $\alpha_{0}$ and $\beta_{0}$, that is: $p(\theta)=\mathcal{B}_{\left(\alpha_{0}, \beta_{0}\right)}(\theta)$. If we perform $n$ trials in the coin-toss experiment, obtain-
ing $\sum_{i} X_{i}$ heads and $n-\sum_{i} X_{i}$ tails, the posterior distribution is given by:

$$
\begin{equation*}
p(\mathbf{X} \mid \theta) \propto \underbrace{\theta^{\sum_{i} X_{i}}(1-\theta)^{n-\sum_{i} X_{i}}}_{\Pi_{i} p\left(x_{i} \mid \theta\right)} \underbrace{\theta^{\left(\alpha_{0}-1\right)}(1-\theta)^{\left(\beta_{0}-1\right)}}_{\text {Prior }}=\theta^{\alpha_{0}+\sum_{i} X_{i}-1}(1-\theta)^{n+\beta_{0}-\sum_{i} X_{i}-1} . \tag{3.12}
\end{equation*}
$$

However, note that the RHS of the equation above is simply the Beta distribution $\mathcal{B}_{\left(\alpha^{\prime}, \beta^{\prime}\right)}(\theta)$ with updated hyperparameters $\alpha^{\prime}=\alpha_{0}+\sum_{i} X_{i}$ and $\beta^{\prime}=\beta_{0}+n-\sum_{i} X_{i}$, up to the normalization constant. Thus, if the normalization constant of the Beta distribution, or any other other property of interest such as the moments, is known beforehand, one can promptly find them for the posterior distribution simply by updating the hyperparameters accordingly.


Figure 3.3: Plot of the Beta distribution for different hyperparameters.

As a particular case, we mention that by taking $\alpha_{0}=\beta_{0}=1$ we obtain a flat distribution. Thus, the prior we chose in the previous example was actually a conjugate one. In that case, we could write the posterior as $p\left(\theta \mid X_{2}=1, X_{1}=0\right)=\mathcal{B}(2,2)$. One can also easily find the normalization factor by calculating $B(2,2)=\Gamma(2) \Gamma(2) / \Gamma(4)=1!1!/ 4!=$ $1 / 6$. So we can see that this agrees with our previous brute-force results. For reference, we plot the beta distribution for a few different parameters in Fig. 3.3. $\square$

We also discuss an important example for the normal distribution [73] (p. 332). The following results will be important for us in Sec. 3.3:

E Example: Suppose we have a detection record given by i.i.d. data

$$
\begin{equation*}
X \sim \mathcal{N}\left(\mu_{0}, \sigma\right) \tag{3.13}
\end{equation*}
$$

generated from a normal distribution with mean $\mu_{0}=0$ and variance $\sigma^{2}$. How can we apply the Bayes rules to infer the mean of the Gaussian? We will suppose the likelihood is modeled by a Gaussian of known variance, given by $P(X \mid \mu)=\mathcal{N}(\mu, \sigma)$. For simplicity, we will also suppose that the prior is also a Gaussian, since the normal distribution is its own conjugate distribution [100]. We denote the mean and the variance of the prior by $\mu_{p}$ and $\sigma_{p}^{2}$, respectively. By doing so, we can apply Bayes rule to arrive at the following posterior:

$$
\begin{equation*}
p(\mu \mid X) \propto p(X \mid \mu) p(\mu)=\exp \left(\frac{(X-\mu)^{2}}{2 \sigma^{2}}+\frac{\left(\mu-\mu_{p}\right)}{2 \sigma_{p}^{2}}\right) . \tag{3.14}
\end{equation*}
$$

We can complete the squares by noticing that the term inside the exponential above may be written as

$$
\frac{\sigma_{p}^{2}+\sigma^{2}}{2 \sigma_{p}^{2} \sigma^{2}}\left[\mu^{2}-2 \mu \frac{\sigma^{2} \mu_{p}+\sigma_{p}^{2} X}{\sigma_{p}^{2}+\sigma^{2}}+\frac{\sigma_{p}^{2} \sigma^{2}}{\sigma_{p}^{2}+\sigma^{2}}\left(\frac{X^{2}}{\sigma^{2}}\right)\right]
$$

since the last term does not depend on $\mu$ we can factor this part of the exponential out from the integral, since it will just be incorporated in the normalization factor. We can then complete the square. By doing so we arrive at the following posterior:

$$
\begin{equation*}
p(\mu \mid X)=\frac{1}{\sqrt{2 \pi} \tilde{\sigma}} \exp \left(-\frac{(\mu-\tilde{\mu})^{2}}{2 \tilde{\sigma}^{2}}\right) . \tag{3.15}
\end{equation*}
$$

Note how the normal distribution is indeed its own conjugate. Here, we defined the variance of the posterior as:

$$
\begin{equation*}
\tilde{\sigma}^{2}:=\frac{\sigma_{p}^{2} \sigma^{2}}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.16}
\end{equation*}
$$

and the mean of the posterior as:

$$
\begin{equation*}
\tilde{\mu}:=\frac{\sigma^{2} \mu_{p}+\sigma_{p}^{2} X}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.17}
\end{equation*}
$$

This result has an intuitive interpretation: the


Figure 3.4: Bayesian update of the normal distribution. estimated mean is simply the average between the prior's mean $\mu_{p}$ and the outcome $X$,
weighted by the variances. Essentially, the new mean is simply a "center of mass" between $X$ and $\mu_{p}$, and the more they differ, the more the estimation is shifted towards $X$. It is also interesting to study the limiting case: if $\sigma \rightarrow 0$ then $\mu_{p} \rightarrow X$. The reasoning behind this is that since the variance of the likelihood is small, it is very unlikely that $X$ was sampled from a point far away from the mean, so we have a strong reason to believe that $X$ itself is a good representative of the true average. See Fig. 3.4 for an illustration.

To close this section, note the crucial difference from the frequentist paradigm in our example: earlier, we were mainly interested in quantities which are averaged over all possible stochastic realizations, such as the Fisher information in Eq. (2.28) or the MSE from Eq. (2.8). Here on the other hand, we can see that posterior is conditioned on the data, that is: different realizations obviously lead to different posteriors. In the classical case, we were very often conditioning over the parameter instead. This contrast in the approaches motivates many of the new definitions and results that we are going to encounter further into this chapter.

### 3.2 Bayesian estimators

We have seen in the last section how the Bayesian framework yield posterior distributions. These are simply probability densities containing information about the parameter of interest $\theta$. Here we will show that the Bayesian framework also admits point estimation strategies, in the same spirit of the classical estimation theory. In particular, the posterior distributions themselves can be used to construct concrete estimators. By doing so, one can condense the information contained in a distribution into a single random variable: the (Bayesian) estimator. This strategy is, of course, of great practical interest; specially due to the fact that we can take advantage of big part of the formalism constructed in Chapter 2 for frequentist estimation.

This framework requires two main ingredients. The first one is the use of Bayes theorem for constructing posteriors distributions. The second one, which we are going to introduce now, is the notion of Bayesian figures of error (or cost functions). For instance: now that the parameter $\theta$ is also a random variable, how can one define the MSE in this situation? We are going to show that typical Bayesian estimators are defined as functions
which minimize some Bayesian figure of error with respect to the posterior distribution. In particular, the resulting classes of estimators depend on the type of cost function that is chosen.

More concretely, it is possible do define a cost, or loss, function $C(\theta, \hat{\theta}(\mathbf{X}))$ which decides how to penalize the estimator $\hat{\theta}$. Note that $C$ is a function of both the estimator $\hat{\theta}$ and the parameter $\theta$ (so it is also a random variable). We define the Bayesian error, also known as Bayesian loss, or risk, as the cost function integrated over $p(\theta, \mathbf{x})$ :

$$
\begin{equation*}
\mathcal{R}:=\mathbb{E}_{\theta}\left[\mathbb{E}_{\mathbf{X}}[C(\theta, \hat{\theta}(\mathbf{X}))]\right]=\int d \theta \int C(\theta, \hat{\theta}(\mathbf{x})) p(\theta, \mathbf{x}) d \mathbf{x} \tag{3.18}
\end{equation*}
$$

By writing the joint pdf as $p(\theta, \mathbf{X})=p(\mathbf{X} \mid \theta) p(\theta)$, we also have:

$$
\begin{equation*}
\mathcal{R}=\int p(\theta) d \theta \int C(\theta, \hat{\theta}(\mathbf{x})) p(\mathbf{x} \mid \theta) d \mathbf{x} \tag{3.19}
\end{equation*}
$$

We use $\mathbb{E}_{\theta}[\cdot]$ and $\mathbb{E}_{\mathbf{X}}[\cdot]$ to refer to the mean over the prior distribution and the stochastic average, respectively. By minimizing the error in Eq. (3.18) we obtain the Bayesian estimator. Note how this is equivalent to the integration of the frequentist error, such as the MSE from Eq. (2.8), over the prior. In other words, we are averaging the error over the parameter $\theta$ and weighting it with respect to the prior: we give more importance to the values of $\theta$ which are more likely to occur or to be true, and this is encoded precisely by the prior $\theta$. Deviations for unlikely values of $\theta$ are penalized less, and vice-versa.

We illustrate this procedure in Fig. 3.5. As we will show in the following example, the procedure for obtaining a MMSE estimator in the Bayesian sense is much simpler than obtaining its analogue from the frequentist scenario.


Figure 3.5: Steps for obtaining Bayesian estimators.

Example: Let us investigate the MSE in the Bayesian framework. For that, we take the cost function $C(\theta, \hat{\theta}(\mathbf{X}))=(\theta-\hat{\theta}(\mathbf{X}))^{2}$. The Bayesian mean-squared error
(BMSE) reads:

$$
\begin{equation*}
\epsilon_{B}(\hat{\theta}):=\int p(\theta) d \theta \int(\theta-\hat{\theta}(\mathbf{X}))^{2} p(\mathbf{x} \mid \theta) d \mathbf{x}=\mathbb{E}_{\theta}[\epsilon(\hat{\theta} \mid \theta)] \tag{3.20}
\end{equation*}
$$

Note how the BMSE is simply the frequentist MSE from Eq. (2.8) integrated over the prior. We find that the equation above is minimized if we take:

$$
\begin{equation*}
\left.\frac{d \epsilon_{B}(\hat{\theta})}{d \hat{\theta}}\right|_{\hat{\theta}=\hat{\theta}_{\mathrm{BA}}}=0 \Longrightarrow \hat{\theta}_{\mathrm{BA}}(\mathbf{X})=\int \theta p(\theta \mid \mathbf{X}) d \theta \tag{3.21}
\end{equation*}
$$

The estimator above minimizes the MSE in the Bayesian sense. Note how this it is simply the mean value of the posterior distribution. For that reason, from hereafter we refer to $\hat{\theta}_{\mathrm{BA}}(\mathbf{X})$ either as the Bayesian average (BA) or as the posterior mean.

We also mention a few other common types of Bayesian estimators, showcasing the usefulness of this approach. In the case of the absolute error, we take the cost function $C(\theta, \hat{\theta}(\mathbf{X}))=|\theta-\hat{\theta}(\mathbf{X})|$. It can be shown that the corresponding Bayesian estimator $\hat{\theta}_{\text {abs }}$ is the median of the posterior, which satisfies:

$$
\begin{equation*}
\int_{-\infty}^{\hat{\theta}_{\mathrm{abs}}(\mathbf{X})} p(\theta \mid \mathbf{X}) d \theta=\int_{\hat{\theta}_{\mathrm{abs}}(\mathbf{X})}^{-\infty} p(\theta \mid \mathbf{X}) d \theta \tag{3.22}
\end{equation*}
$$

Finally, we mention a last important example. There exists a third estimator, which is also very standard, known as the maximum a posteriori (MAP) estimate. Rigorously defining the cost function which is minimized by the MAP is slightly difficult and we will omit the details here, but the proper construction can be found in Ref. [101]. In practice, this estimator is simply the the mode of the posterior:

$$
\begin{equation*}
\hat{\theta}_{\text {map }}(\mathbf{X})=\underset{\theta}{\arg \max } p(\theta \mid \mathbf{X}) . \tag{3.23}
\end{equation*}
$$

One of the usefulness of this estimator, besides its simplicity, is that in certain conditions it agrees with the maximum likelihood estimate discussed in Sec. 2.6. In particular, we are going to argue in Sec. 3.3 that the MAP actually converges to the MLE in the asymptotic limit.

The take away message from these examples is that each cost function has an associ-
ated estimator which minimizes it, per Fig. 3.5. For simplicity, we will focus mainly on the posterior mean; especially when discussing thermometry in later chapters. While the choice of a cost function may seem quite subjective, the MS estimator is actually also the optimal estimator for a wider class of cost functions. One such example happens when $C(\theta, \hat{\theta}(\mathbf{X}))$ is simultaneously convex and symmetric [102] (p. 239). Thus, this estimator provides a good balance between generality and simplicity. This is an appropriate moment to employ these results in the practical example from the previous section. We will explicitly obtain the estimators, and their error, for the Bernoulli trials.

Example: We found that a for a prior distribution $\mathcal{B}_{\alpha_{0}, \beta_{0}}(\theta)$, the posterior becomes, after $n$ Bernoulli trials:

$$
\begin{equation*}
p(\theta \mid \mathbf{X})=\mathcal{B}_{\alpha_{0}+k, \beta_{0}+n-k}(\theta) \tag{3.24}
\end{equation*}
$$

Here we wrote $k:=\sum_{i} X_{i}$. How does the MAP and the BA estimates look like under the posterior distribution written above? By using the identity from Eq. (3.11) together with the definition in Eq. (3.10) we can can show that the mean of the Beta distribution is given by $\alpha /(\alpha+\beta)$. Similarly, the mode is given by $(\alpha-1) /(\alpha+\beta-2)$. This means that the BA and the MAP evaluate to

$$
\begin{equation*}
\hat{\theta}_{\mathrm{BA}}(\mathbf{X})=\frac{\alpha_{0}+k}{\alpha_{0}+\beta_{0}+n} \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MAP}}(\mathbf{X})=\frac{\alpha_{0}+k-1}{\alpha_{0}+\beta_{0}+n-2}, \tag{3.26}
\end{equation*}
$$

respectively. We show a visual example in Fig. 3.6. The estimator in Eq. (3.25) has a particularly nice interpretation. It can be written as:

$$
\begin{equation*}
\frac{\alpha_{0}+k}{\alpha_{0}+\beta_{0}+n} \equiv \frac{n}{\alpha_{0}+\beta_{0}+n}\left(\frac{k}{n}\right)+\frac{\alpha_{0}+\beta_{0}}{\alpha_{0}+\beta_{0}+n}\left(\frac{\alpha_{0}}{\alpha_{0}+\beta_{0}}\right), \tag{3.27}
\end{equation*}
$$

which is the weighted average between the MLE and prior estimate [103] (pp. 42-43). To conclude this example, we will explicitly calculate the MSE for the posterior mean in Eq. (3.25). Using the properties for the mean and the variance of the Bernoulli distribu-


Figure 3.6: The maximum a posteriori and Bayesian average estimators for the Beta distribution. In this particular example we choose $\mathcal{B}(3,2)$ as the prior. The true value of the parameter is $\theta_{0}=0.2$ and we update the prior with $n=15$ outcomes. In this particular realization we had $k=4$, which yield the estimates $\hat{\theta}_{\mathrm{BA}}(\mathbf{X})=0.35$ and $\hat{\theta}_{\mathrm{BA}}(\mathbf{X})=1 / 3$. The red dashed line shows the BA estimate of the prior.
tion, we find that the variance and the bias of the BA are given by:

$$
\begin{equation*}
\operatorname{Var}\left(\hat{\theta}_{\mathrm{BA}}\right)=\frac{1}{\left(\alpha_{0}+\beta_{0}+n\right)^{2}} \operatorname{Var}\left(\sum_{i} X_{i}\right)=\frac{n \theta(1-\theta)}{\left(\alpha_{0}+\beta_{0}+n\right)^{2}} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
b\left(\hat{\theta}_{\mathrm{BA}}\right)=\frac{\alpha_{0}+\mathbb{E}\left[\sum_{i} X_{i}\right]}{\alpha_{0}+\beta_{0}+n}-\theta=\frac{\alpha_{0}(1-\theta)-\beta_{0} \theta}{\alpha_{0}+\beta_{0}+n}, \tag{3.29}
\end{equation*}
$$

respectively. Here we have used the definitions from Eqs. (2.10) and (2.11). Moreover, note how the BA is, in general, a biased estimator, as this example shows.

By using the bias-variance decomposition obtained in Eq. (2.9), we finally arrive at the (frequentist) MSE for the BA estimator:

$$
\begin{equation*}
\epsilon\left(\hat{\theta}_{\mathrm{BA}} \mid \theta\right)=\frac{n \theta(1-\theta)+\left(\alpha_{0}(1-\theta)-\beta_{0} \theta\right)^{2}}{\left(\alpha_{0}+\beta_{0}+n\right)^{2}} \tag{3.30}
\end{equation*}
$$

We can now evaluate the Bayesian MSE the integrating the expression above over the prior. In the case of the flat prior, with $\alpha_{0}=\beta_{0}=1$, we obtain:

$$
\begin{equation*}
\epsilon_{B}\left(\hat{\theta}_{\mathrm{BA}}\right)=\int_{0}^{1} p(\theta) \epsilon\left(\hat{\theta}_{\mathrm{BA}} \mid \theta\right) d \theta=\frac{1}{6(n+2)} . \tag{3.31}
\end{equation*}
$$

Now, let us compare this result with the MLE estimator from the last chapter, which is
just the sample mean. Note that the MLE in this case is simply the MAP for a flat prior. The estimator in this case was unbiased and the MSE was given by Eq. (2.47):

$$
\begin{equation*}
\epsilon\left(\hat{\theta}_{\mathrm{MLE}} \mid \theta\right)=\frac{\theta(1-\theta)}{n} . \tag{3.32}
\end{equation*}
$$

This means that the BMSE in this case evaluates to:

$$
\begin{equation*}
\epsilon_{B}\left(\hat{\theta}_{\mathrm{MLE}}\right)=\frac{1}{6 n} . \tag{3.33}
\end{equation*}
$$

Note how the BMSE of the BA is slightly lower than the one for the sample mean.


Figure 3.7: MSE for the Beta distribution with $n=2$. We plot the results for the posterior mean (blue) and the sample mean (magenta) estimators. We shade the plot according to the optimal estimator. The blue (magenta)-shaded region corresponds to the interval where the BA (sample mean) estimator is better.

We also plot the results for the MSE of the BA and the MLE estimators in Fig. 3.7. This picture give us some intuition about the relevance of the different definitions of error that we have introduced throughout the last two chapters. First, note how the optimal estimator among these two choices depends on the particular value of $\theta$. The usefulness of the Bayesian error in this case is that it encapsulates the optimality of these estimates into a single figure: the BMSE of the BA is lower due to the fact that, on average, it performs better that the MLE. In particular, while the MLE is better for values around $\theta=0$ or $\theta=1$, the BA works better for intermediate values of $\theta$. ta

We just saw how to obtain concrete estimators in this example by means of Bayesian
tools. These results are, of course, a further merit of this approach. As we mentioned in the last chapter, MMSE estimators, or even MVU estimators, are very often unrealizable. If one consider these figures of error in the Bayesian sense instead, achieving MMSE estimators, or similar, is perfectly possible in general [102] (p. 239). Thus, we abandon the task of finding the best estimator for every $\theta$ and we focus instead on finding the best estimator in the Bayesian sense, as we defined in Eqs. (3.18) and (3.19). By doing so, we obtain estimators which are good on average.

This formulation results in a sensible strategy in the scenario where, e.g., one is initially very ignorant about $\theta$, so it might be hard to choose a reasonable estimator which works well for the true value of the parameter. Of course, this example also serves to further stress that Bayesian and frequentist paradigms should not be seen as entirely antagonistic approaches, and neither that one of these formulations is necessarily better than the other. Their techniques might be actually very analogous or complementary at times: the last example just showed us how one can use Bayesian techniques as the starting point to construct concrete estimators. The BA and MAP estimators are perfectly valid estimators even beyond the Bayesian setting, as we have even calculated their MSE in the frequentist sense. Thus, even if one is not interested in the Bayesian interpretation of the data, it might still be useful to consider the Bayes theorem as a starting point and as a tool for obtaining concrete estimators.

The Bayesian framework and its notion of integrated error is also useful for, e.g., formalizing the notion of ordering of the risk, in consonance with much of our discussions throughout Sec. 2.3 and 2.7 regarding the optimality of estimators in a purely frequentist sense. A very famous problem, known as Stein's example results in what is known as the James-Stein estimator [104, 105]. This is a scenario where a biased estimator is always better than the MLE estimator and where we can make use of, e.g., the idea of admissibility to compare them [98].

We mention that some authors might not consider Eq. (3.18) a concept which is entirely Bayesian. A purely Bayesian loss is conditioned on the data instead, as we defined in Eq. (2.3). Thus, we could rather define a posterior loss

$$
\begin{equation*}
\epsilon(\hat{\theta} \mid \mathbf{X}):=\int C(\theta, \hat{\theta}(\mathbf{X})) p(\theta \mid \mathbf{X}) d \theta \tag{3.34}
\end{equation*}
$$

which disregards other realizations and is conditioned on the measured data $\mathbf{X}$. Thus, what we call the Bayesian error in this work, per Eq. (3.18), is sometimes called preposterior loss or integrated risk. It is an error which is averaged over all possible realizations, while Eq. (3.34) takes only the observed data into consideration. Therefore, the preposterior loss is the error that we expect to obtain before we perform any measurements. Hence, one could argue that Eq. (3.18) is useful in numerical or theoretical investigations where the experimenter does not have any data at hand. In this case he or she would like to have a general picture of what type of error should expected for different realizations. With the data in hands, it is often more useful to use the posterior loss instead. Fortunately, this difference is not very significant when discussing estimators, since minimizing either the posterior or preposterior losses in Eqs. (3.18) and (3.34) is equivalent and yields the same estimators [97] (p. 62-63). Our current results are valid even in this scenario.

Dwelling into the philosophical and technical implications of the Bayesian and frequentist theories is well beyond the scope of this work [106-108]. For that, many appropriate references can be found. Refs. [58] and [97] discuss many of the implications and distinctions between the two schools of statistics. A special attention to this topic is given in Ref. [109].

Furthermore, obtaining appropriate priors and a sensible loss function, which we considered to be some of the main ingredients for inference, is another very important aspect of the Bayesian theory. This is specially true when one is interested in employing a fully Bayesian approach. In those scenarios, it is much more important to be careful with such details. We omit these topics since this is not the focus of this dissertation. However, we mention a few techniques which are standard. We have, throughout this chapter, used flat priors as a synonyms of uninformative priors. This is not strictly true in general. Many models might require more sophisticated distributions to better convey the idea of ignorance. Among possible techniques to derive them, the idea of Jeffrey's priors and the maximum entropy principle [58] (pp. 181-183, 372-378) configure some of the main techniques. Sometimes, it is possible to obtain an appropriate prior by analyzing the symmetries and constraints of problem [110] (p. 366), such as scale estimation and phase estimation problems [58] (pp. 378-394). Thus, it is clear that assigning appropriate priors and error functions is a whole topic of study on itself. A self-contained introduction can
be found in Ref. [97] (Chapter 3.5).
While we are not going to directly employ most of these concepts in the development of our original results, we have nevertheless mentioned them in this thesis for completeness. This is motivated by the fact that part of the current literature on quantum thermometry borrows from many of these ideas: a certain familiarity with some of these topics might be useful in keeping up to date with the bibliography we are concerned with. We summarize this discussion, and the different definitions of error, such as Eqs. (2.2), (3.18) and (3.34) in Fig. 3.8. We introduce the remaining concept from the figure, the Van TreesSchützenberger inequality, in the coming section.


Figure 3.8: A diagram of the summary of different inference approaches.

### 3.3 The Van Trees-Schützenberger inequality

As we saw, due to the gap between the Bayesianism and the frequentism, transposing some concepts from one paradigm to another requires some care. In particular, it is not immediately clear how the Cramér-Rao bound should look like in terms of an integrated loss function, in the sense of Eq. (3.20). Since the classical CRB is essentially a frequen-
tist concept, it naturally depends on the parameter of interest in general. Not only that, but the bound is also unable to capture any of the information contained in the prior distribution. In this chapter, we discuss an extension to the Bayesian case. This result was independently obtained by Van Trees [102] in 1968 and by Schützenberger [111] a few years earlier. We refer to their work as the Van Trees-Schü̈zenberger bound (VTSB). This approach avoids one of the conundrums of the usual CRB; the bound is no longer dependent on the parameter being estimated. Instead, we obtain an inequality which depends only on the estimator and the prior distribution.

As it turns out, we can further adapt the Cramér-Rao inequality as a Bayesian bound through the use of the Cauchy-Schwarz theorem and a clever choice of joint densities. We can then turn it into an inequality for the MSE while also embedding information contained within the prior. This derivation is of very similar spirit to the one for the CRB in Sec. 2.5. The regularity conditions required for this bound [102] (p. 261), together with some generalizations and applications, can be found in Ref. [112].

First, we shall assume that integration and derivation are interchangeable, in the sense that:

$$
\begin{equation*}
\int \frac{\partial p(x \mid \theta)}{\partial \theta} d x=\frac{\partial}{\partial \theta} \int p(x \mid \theta) d x=0 \tag{3.35}
\end{equation*}
$$

We will also assume that the prior density $p(\theta)$ vanishes at the limits of integration. By doing so, we can use integration by parts to show that the following identity holds:

$$
\begin{equation*}
\int \theta \frac{\partial(p(x \mid \theta) p(\theta))}{\partial \theta} d \theta=-\int p(x \mid \theta) d \theta \tag{3.36}
\end{equation*}
$$

and, by analogy, these conditions also imply that:

$$
\begin{equation*}
\int \frac{\partial(p(x \mid \theta) p(\theta))}{\partial \theta} d \theta=0 \tag{3.37}
\end{equation*}
$$

Since the estimator $\hat{\theta}(X)$ is not a function of the random parameter itself, we can multiply the integral above by $\hat{\theta}$, subtract by Eq. (3.36) and then integrate with respect to $x$ on both sides to obtain:

$$
\begin{equation*}
\iint(\hat{\theta}(x)-\theta) \frac{\partial(p(x \mid \theta) p(\theta))}{\partial \theta} p(\theta) d \theta d x=\iint p(x \mid \theta) d x d \theta=1 . \tag{3.38}
\end{equation*}
$$

Note however that we can write the derivative above as:

$$
\frac{\partial(p(x \mid \theta) p(\theta))}{\partial \theta}=\frac{\partial(p(x \mid \theta) p(\theta))}{\partial \theta} \frac{p(x \mid \theta) p(\theta)}{p(x \mid \theta) p(\theta)}=p(x \mid \theta) p(\theta) \frac{\partial \ln (p(x \mid \theta) p(\theta))}{\partial \theta}
$$

so that the previous equation becomes:

$$
\begin{equation*}
\iint(\hat{\theta}(x)-\theta) \frac{\partial \ln (p(x \mid \theta) p(\theta))}{\partial \theta} p(x \mid \theta) p(\theta) d \theta d x=1 \tag{3.39}
\end{equation*}
$$

The LHS can be written as an expectation value:

$$
\begin{equation*}
\mathbb{E}_{\theta} \mathbb{E}_{X}\left[(\hat{\theta}(X)-\theta) \frac{\partial \ln (p(x \mid \theta) p(\theta))}{\partial \theta}\right]=1 \tag{3.40}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality, in analogy to the derivation from Sec. 2.5, we can rewrite this as:

$$
\begin{equation*}
\mathbb{E}_{\theta} \mathbb{E}_{X}\left[(\hat{\theta}(X)-\theta)^{2}\right] \mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln (p(x \mid \theta) p(\theta))}{\partial \theta}\right)^{2}\right] \geqslant 1 \tag{3.41}
\end{equation*}
$$

By using the product rule for logarithms, we can rewrite the expectation in Eq. (3.41) as:

$$
\begin{align*}
\mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln (p(x \mid \theta) p(\theta))}{\partial \theta}\right)^{2}\right] & =\mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln p(x \mid \theta)}{\partial \theta}\right)^{2}\right] \\
& +2 \mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln p(x \mid \theta)}{\partial \theta}\right)^{2}\left(\frac{\partial \ln p(\theta)}{\partial \theta}\right)\right]  \tag{3.42}\\
& +\mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln p(\theta)}{\partial \theta}\right)^{2}\right]
\end{align*}
$$

where we can use the condition (3.35) to verify that the middle term vanishes:

$$
\mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln p(x \mid \theta)}{\partial \theta}\right)\left(\frac{\partial \ln p(\theta)}{\partial \theta}\right)\right]=0
$$

Now, we can see that the inner expectation in the first term of Eq. (3.42) is simply the Fisher Information of the likelihood. Hence, the first expectation in Eq. (3.42) is simply
the Fisher information averaged over the prior:

$$
\begin{equation*}
\mathbb{E}_{\theta} \mathbb{E}_{X}\left[\left(\frac{\partial \ln p(x \mid \theta)}{\partial \theta}\right)^{2}\right]=\mathbb{E}_{\theta}[F(\theta)] \tag{3.43}
\end{equation*}
$$

Meanwhile, the expectation of the last term in Eq. (3.42) with respect to $X$ is trivial, since it only depends on $\theta$. Therefore, it results in an expression for the Fisher information of the prior distribution, which we denote by:

$$
\begin{equation*}
F_{p}:=\mathbb{E}_{\theta}\left[\left(\frac{\partial \ln p(\theta)}{\partial \theta}\right)^{2}\right] \tag{3.44}
\end{equation*}
$$

Thus, having identified all the tree terms, we can finally use the inequality (3.41) to arrive at the desired result:

## The Van Trees-Schützenberger inequality

The Bayesian mean square error (3.20) of any estimator $\hat{\theta}=\hat{\theta}(X)$ of $\theta$, with $X \sim$ $p(X \mid \theta)$, is bounded by the inequality

$$
\begin{equation*}
\epsilon_{B}=\mathbb{E}_{\theta} \mathbb{E}_{X}\left[(\hat{\theta}-\theta)^{2}\right] \geqslant \frac{1}{\mathbb{E}_{\theta}[F(\theta)]+F_{p}}, \tag{3.45}
\end{equation*}
$$

given the prior distribution $p(\theta)$ and the appropriate regularity conditions. In analogy to Eq. (2.43), one has

$$
\begin{equation*}
\epsilon_{B} \geqslant \frac{1}{n \mathbb{E}_{\theta}[F(\theta)]+F_{p}} \tag{3.46}
\end{equation*}
$$

for a sequence $\mathbf{X}=X_{1}, \ldots, X_{n}$ of i.i.d. outcomes.
This bound is quite general in the sense that, differently from the standard CRB in Eq. (2.42) for unbiased estimators, no requirement about unbiasedness was made here. Moreover, we can immediately see that the VTSB does not depend on $\theta$. The FI of the likelihood is actually averaged over the prior. This is an upside of this result; we can obtain the limits of precision of an estimator independently $\theta$. Additionally, when comparing this inequality with the usual CRB we immediately see an extra term which accounts for the prior knowledge about the parameter.

Of course, this does not mean that the VTSB is more useful than the CRB. Ultimately, they both tell us very different things: the CRB is an inequality for the MSE given by

Eq. (2.8) in the frequentist sense. This bound is of course much more appropriate when one is interested in the precision of the estimator for a particular value of $\theta$. Thus, it might be reasonable to say that some information about the maximum achievable precision is "lost" when one integrates over the prior to use the VTSB. And the VTSB is valid, of course, only for the Bayesian analogue of the MSE in Eq. (3.20). For instance, maybe a certain estimator performs very well for a certain range parameters and very bad for others. By using the Bayesian risk and the VTSB we would have information of their Bayesian averages only, and not of specific parametrizations. Of course, it is also possible to argue that this is not so bad because the VTSB can incorporate a localized knowledge about $\theta$ pretty well through $F_{p}$ and the expectation over the FI anyway. Nevertheless, both approaches are just different perspectives on how to present the data and the associated bounds. It is on the hands of the theoretician and the experimentalist which of these two presentations would yield better interpretations for his or her particular problem; in some sense, the two constructions are just showing the same information in different ways.

More strikingly, and also going back to technical aspects, while the CRB is very often achievable in the asymptotic limit for, e.g., maximum likelihood estimators (as discussed in Sec. 2.6), the VTSB is not tight in general. This happens due to the asymptotic behavior of the posterior distribution and the structure of the VTSB. For independent outcomes, a result known as the Bernstein-von Mises theorem [113, 114] assures that the posterior converges, in the limit of large $n$, to a Gaussian whose mean is centered around the true value of the parameter $\theta_{0}$ with variance $1 / n F\left(\theta_{0}\right)$. In symbols,

$$
\begin{equation*}
P(\theta \mid \mathbf{X})=\sqrt{\frac{n F\left(\theta_{0}\right)}{2 \pi}} e^{-\frac{n F\left(\theta_{0}\right)\left(\theta-\theta_{0}\right)^{2}}{2}}, \quad(\text { large } \mathrm{n}) . \tag{3.47}
\end{equation*}
$$

This is very similar to the asymptotic properties of the MLE which we mentioned in Sec. 2.6. A consequence of the result above is that the MSE scales with $1 / n F(\theta)$ in the asymptotic limit. This implies that the BMSE scales as

$$
\begin{equation*}
\epsilon_{B}(\hat{\theta}) \sim \mathbb{E}_{\theta}\left[\frac{1}{n F(\theta)}\right], \quad(\text { large } \mathrm{n}, \mathrm{MSE}) \tag{3.48}
\end{equation*}
$$

In other words, the asymptotic BMSE scales simply with $1 / n F(\theta)$ averaged over the
prior. Meanwhile, the VTSB scales with

$$
\begin{equation*}
\epsilon_{B}(\hat{\theta}) \sim \frac{1}{\mathbb{E}_{\theta}[n F(\theta)]}, \quad(\text { large } \mathrm{n}, \mathrm{VTSB}) \tag{3.49}
\end{equation*}
$$

in the limit of many measurements. Thus, as a consequence of Jensen's inequality [60] we have that $\mathbb{E}_{\theta}\left[\frac{1}{F(\theta)}\right] \geqslant \frac{1}{\mathbb{E}_{\theta}[F(\theta)]}$, meaning that the VTSB is, in general, not tight [102] (p. 265). In summary, this means that estimators which are asymptotically efficient, such as the MLE and the MAP, will converge to the expected Cramér-Rao bound, but not to the VTSB.

An elementary proof of the the result by Berstein and von Mises [115, 116] can be sketched in terms of the Laplace approximation [117], which is often used to approximate posterior distributions [118]. A short and comprehensive summary of the method can be found in Ref. [119] (p. 341). A rigorous proof, with consideration for the appropriate regularity conditions, can be found in more technical texts [113, 120].

We also mention a generalization which eliminates the requirement for a prior with bounded supports where the distribution does not vanish at the end points [121]. This result might be useful when one is interested in, e.g., truncated Beta distributions. Needless to say, the VTSB is not the unique Bayesian lower bound of interest. Research concerning alternative, and possibly tighter, bounds is also active [122]. A compilation of several works concerned with Bayesian bounds can be found in Ref. [96]. We conclude this section with an example.

Example: In the problem of estimating the mean of a normal distribution, we were able to obtain the mean of the posterior distribution in Eq. (3.17). Because the posterior is a Gaussian, the MAP and the BA naturally coincide, and the single-shot estimator is given by:

$$
\begin{equation*}
\hat{\mu}_{B A}=\hat{\mu}_{M A P}=\frac{\sigma_{p}^{2} X+\sigma^{2} \mu_{p}}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.50}
\end{equation*}
$$

The squared error associated with the estimator above will be:

$$
\begin{equation*}
\left(\hat{\mu}_{B A}-\mu\right)^{2}=\frac{\sigma_{p}^{4}(x-\mu)^{2}+2 \sigma_{p}^{2} \sigma^{2}(x-\mu)\left(\mu_{p}-\mu\right)+\sigma^{4}\left(\mu_{p}-\mu\right)^{2}}{\left(\sigma_{p}^{2}+\sigma^{2}\right)^{2}} . \tag{3.51}
\end{equation*}
$$

Now, per the definition (3.20), we are expected to take the stochastic average (with respect
to $X$ ) in order to calculate the BMSE. We first should note that:

$$
\begin{equation*}
\mathbb{E}_{X}[X-\mu]=\mathbb{E}_{X}[X]-\mu=0 \tag{3.52}
\end{equation*}
$$

This means that the second term in the RHS of the equation above vanishes, and we also have that

$$
\begin{equation*}
\mathbb{E}_{X}\left[(X-\mu)^{2}\right]=\sigma^{2} \tag{3.53}
\end{equation*}
$$

so:

$$
\begin{equation*}
\mathbb{E}_{X}\left[\left(\hat{\mu}_{B A}-\mu\right)^{2}\right]=\frac{\sigma_{p}^{4} \sigma^{2}+\sigma^{4}\left(\mu_{p}-\mu\right)^{2}}{\left(\sigma_{p}^{2}+\sigma^{2}\right)^{2}} \tag{3.54}
\end{equation*}
$$

Now what remains is to take the average over the prior. The first term is independent of $\mu$, so we may as well leave it alone. The second term on the other hand depends on the parameter $\mu$ we want to estimate, so we can verify that:

$$
\begin{equation*}
\mathbb{E}_{\mu}\left[\left(\mu_{p}-\mu\right)^{2}\right]=\int\left(\mu-\mu_{p}\right)^{2} p(\mu) d \mu=\int\left(\mu_{p}-\mu\right)^{2} \frac{e^{\frac{\left(\mu-\mu_{p}\right)^{2}}{\sigma_{p}^{2}}}}{\sqrt{2 \pi} \sigma_{p}} d \mu=\sigma_{p}^{2} \tag{3.55}
\end{equation*}
$$

Here, we explicitly wrote the variance calculation as an integral for clarity. Now, we can finally write the BMSE error for this estimation procedure:

$$
\begin{equation*}
\mathbb{E}_{\mu} \mathbb{E}_{X}\left[\left(\hat{\mu}_{B A}-\mu\right)^{2}\right]=\frac{\sigma_{p}^{4} \sigma^{2}+\sigma_{p}^{2} \sigma^{4}}{\left(\sigma_{p}^{2}+\sigma^{2}\right)^{2}}=\frac{\sigma_{p}^{2} \sigma^{2}}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.56}
\end{equation*}
$$

Finally, we can compare the result above with the Van Trees-Schuitzenberger inequality. The Fisher Information for the prior will be $F_{p}=\frac{1}{\sigma_{p}^{2}}$. Similarly, we have $F(\mu)=\frac{1}{\sigma^{2}}$ for the likelihood. Since it does not depend on the parameter $\mu$ we are estimating, it is trivial to check that

$$
\begin{equation*}
\mathbb{E}_{\mu}(F(\mu))=\frac{1}{\sigma^{2}} \tag{3.57}
\end{equation*}
$$

Hence, it is easy to see that:

$$
\begin{equation*}
\frac{1}{\mathbb{E}_{p}(F(\mu))+F_{p}}=\frac{\sigma_{p}^{2} \sigma^{2}}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.58}
\end{equation*}
$$

Therefore, we can finally verify that:

$$
\begin{equation*}
\mathbb{E}_{\mu} \mathbb{E}_{X}\left[\left(\hat{\mu}_{M A P}-\mu\right)^{2}\right]=\frac{1}{\mathbb{E}_{\mu}(F(\mu))+F(p)}=\frac{\sigma_{p}^{2} \sigma^{2}}{\sigma_{p}^{2}+\sigma^{2}} \tag{3.59}
\end{equation*}
$$

Thus the MAP and the BA also saturate the VTSB it in this case. This happens precisely due to the fact that the Fisher information $F(\mu)$ [Eq. (2.28)] depends only on the known $\sigma$, and not on the unknown parameter $\mu$, as we mentioned. $\square$

## Chapter 4

## Quantum metrology and thermometry

Quantum metrology is the field which is concerned with measurement protocols of high precision [123-125] and with the problem of estimation theory [126] in quantum mechanics. In particular, much of the current advances and the literature are either preoccupied with the theoretical and experimental idiosyncrasies of the quantum theory in this context [127], or with the use of quantum resources and how they can bring quantum advantages in metrological settings [128-130].

Quantum advantages, in a very broad sense, have since long been discussed. Ubiquitous instances of this are the closely related field of quantum optics and [131], and also in the field of quantum algorithms since the 1990s [132], albeit in a very different context. An omnipresent topic which, even though we are not going to focus on, serves as an important example, is the idea of achieving the Heisenberg limit, where one can obtain a scaling of $1 / n^{2}$ for the variance of the estimation by means of quantum protocols, in contrast with, e.g., the usual bound of $1 / n$ for the CRB, arising from the classical estimation theory [133-136]. The latter is often called the the standard quantum limit (SQL).

Such type of improvement might be explored through entanglement [137, 138], quantum criticality [139-141] and squeezing [142, 143], to mention a few instances. A typical implementation consists in interferometric setup which makes use of highly entangled states, such as NOON states or GHZ states [144]. See Ref. [145] (p. 889-891) for the definition and further discussion about such entangled states. While this type of investigation is not exactly our focus in Chapter 5, they are naturally a great motivation for the underlying framework discussed in the upcoming sections.

On a historical note, we cite the canonical works by Personick [146], Helstrom [147, 148] and Holevo [149] as early and very important contributions to the field, which were vital in kick-starting the foundations of quantum estimation theory. Furthermore, we also mention Giovanneti, Lloyd and Maccone's work as one of the earliest accounts of a more modern formulation of the field, which was central in shaping the current landscape for quantum metrology [150]. Further examples and applications of quantum metrology can be found in Ref. [151].

Needless to say, the evident usefulness of quantum metrology makes it a powerful instrument in several different fields, ranging from biology [152] to photonics [153]. Our focus in this dissertation is the application of this framework in the context of quantum thermodynamics, in a subfield known as quantum thermometry (see Ref. [154] for a review), which is concerned with the particular problem of temperature estimation. We introduce this topic in Sec. 4.3, following with a review of a concrete and recently proposed [155] implementation in Sec. 4.4.

### 4.1 The quantum Fisher information

We start this section by describing the standard steps in a typical metrology experiment, as illustrated by Fig. 4.1. We then introduce the relevant definitions, discussing the idea behind quantum metrology and quantum estimation theory. For that, let $\rho$ be the density matrix describing the state of a (possibly mixed) system. One usually starts with an input (or probe) state denoted by $\rho_{0}$. A parameter of interest $\theta$, which can be, e.g., a phase or a frequency, is encoded into an output state $\rho_{\theta}$ by means of a dynamical evolution. This embedding of the parameter is very often done trough a unitary evolution $U(\theta)$, a superoperator $\mathcal{L}_{\theta}$ describing a dissipative evolution or even through the measurement back-action described by Kraus operators [156]. Here, we will focus on protocols where the final state $\rho_{\theta}$ is measured after unitary and dissipative dynamics. This measurement is described by a set of positive operator-valued measures (POVMs) [157], denoted by $\left\{M_{X}\right\}$. These measurements are then associated with outcomes $X$ and, by the Born rule, with a probability distribution $p(X \mid \theta)=\operatorname{tr}\left\{M_{X} \rho_{\theta}\right\}$. This pdf essentially plays the role of the likelihood that we have encountered in statistics and estimation theory. The empirical
data and the theoretical distribution $p(X \mid \theta)$ can then be used to perform estimations about the parameter $\theta$, in the same spirit of point estimation theory and Bayesian inference.


Figure 4.1: Typical protocol in quantum metrology.

Of course, the discussion above shows that the quantum realm introduces an extra complication: we now have the freedom of selecting the measurement basis, or more generally, the POVMs. This means that the chosen POVM $M$ defines the probability distribution associated with the measurements. These distributions might each have different degrees of sensibility upon the parameter, meaning that one should carefully consider how to perform a measurement: some choices might result in a better distinguishability within the neighbourhood of states $\rho_{\theta}$. Ideally, this suggests a maximization of the Fisher information over all possible measurements. The resulting quantity is known as the quantum Fisher information

$$
\begin{equation*}
\mathcal{F}(\theta):=\max _{M} F(\theta ; M) \tag{4.1}
\end{equation*}
$$

where $F(\theta ; M)$ is the FI associated to the distribution $p(X \mid \theta)=\operatorname{tr}\left\{M_{X} \rho_{\theta}\right\}$.
The definition above is very intuitive on its meaning. However, maximizing over operators is, in general, not trivial at all. Fortunately, it is possible to arrive in a closed form expression for the optimal POVMs and for the QFI. For that, we closely follow Ref. [11], which provides a rich discussion about quantum metrology, furnishing us with some useful operational results. Moreover, we also include a result from Ref. [158], which consists in a very efficient trick trick for calculating the QFI matrix based on the vectorization process (see the Appendix A).

We start by defining an operator $\Lambda_{\theta}$ known as the Symmetric Logarithmic Derivative
(SLD), which is a self-adjoin operator satisfying a Lyapunov equation of the form ${ }^{1}$

$$
\begin{equation*}
\Lambda_{\theta} \rho_{\theta}+\rho_{\theta} \Lambda_{\theta}=2 \partial_{\theta} \rho_{\theta} . \tag{4.2}
\end{equation*}
$$

If we derive the expression for the probabilities for the Born rule with respect to $\theta$

$$
\begin{equation*}
\partial_{\theta} p(X \mid \theta)=\operatorname{Tr}\left\{\left(\partial_{\theta} \rho_{\theta}\right) M_{x}\right\} \tag{4.3}
\end{equation*}
$$

we can simply plug Eq. (4.2) in the equation above to find:

$$
\begin{equation*}
F(\theta ; M)=\int d x \frac{\operatorname{Re}\left(\operatorname{Tr}\left\{\rho_{\theta} M_{x} \Lambda_{\theta}\right\}\right)^{2}}{\operatorname{Tr}\left\{\rho_{\theta} M_{x}\right\}} \tag{4.4}
\end{equation*}
$$

Here we have used the cyclic property of the trace and the identity $\operatorname{Tr}\left\{A_{1} A_{2} \ldots A_{n}\right\}=$ $\left(\operatorname{Tr}\left\{A_{n} \ldots A_{2} A_{1}\right\}\right)^{*}$ for Hermitian operators $A_{1}, \ldots, A_{n}[148]$ (p. 46). In the case of discrete outcomes, the integral above can be substituted by a summation sign. ${ }^{2}$

Proving the quantum analogue of the CRB is very similar to our derivations of the standard CRB in Chapter 2 and to the derivation of the VTSB in Chapter 3, where we used the Cauchy-Schwarz inequality in both cases, based on the standard inner product for integrals. Here, we consider instead the Cauchy-Schwarz inequality for the Hilbert-Schmidt inner product (See the Appendix A once again), which is given by $\left|\operatorname{Tr}\left\{A^{\dagger} B\right\}\right|^{2} \leqslant$ $\operatorname{Tr}\left\{A^{\dagger} A\right\} \operatorname{Tr}\left\{B^{\dagger} B\right\}$. Thus, our objective is to bound the expression for the "measurementbased" FI in Eq. (4.9) by its maximum (over the space of POVMs). By doing so, we will be able to obtain an operational equation for the QFI, which we defined in Eq. (4.1).

[^6]Algebraically, what we do is:

$$
\begin{align*}
F(\theta ; M) & \leqslant \int d x\left|\frac{\operatorname{Tr}\left\{\left(\partial_{\theta} \rho_{\theta}\right) M_{x} \Lambda_{\theta}\right\}}{\sqrt{\operatorname{Tr}\left\{\rho_{\theta} M_{x}\right\}}}\right|^{2} \\
& =\int d x\left|\operatorname{Tr}\left\{\frac{\sqrt{\rho_{\theta}} \sqrt{M_{x}}}{\sqrt{\operatorname{Tr}\left\{\rho_{\theta} M_{x}\right\}}} \sqrt{M_{x}} \lambda_{\theta} \sqrt{\rho_{\theta}}\right\}\right|^{2}  \tag{4.5}\\
& \leqslant \int d x \operatorname{Tr}\left\{M_{x} \Lambda_{\theta} \rho_{\theta} \Lambda_{\theta}\right\} \\
& =\operatorname{Tr}\left\{\rho_{\theta} \Lambda_{\theta}^{2}\right\} .
\end{align*}
$$

Note that we can bound the FI by the RHS in the first line simply because $\operatorname{Re}(\cdot)^{2} \leq$ $|\cdot|^{2}$. Furthermore, in the second inequality we chose $A^{\dagger}=\sqrt{\rho_{\theta}} \sqrt{M_{x}} / \sqrt{\operatorname{Tr}\left\{\rho_{\theta} M_{x}\right\}}$ and $B=\sqrt{M_{x}} \Lambda_{\theta} \sqrt{\rho_{\theta}}$. Note how $\operatorname{Tr}\left\{A^{\dagger} A\right\}=\mathbf{I}$, with these choices. Finally, in the last line we have used the "normalization" property of the POVM, that is, $\int M_{x} d x=\mathbf{I}$. The last expression in the equation above is precisely the QFI. In other words, we can write that the FI associated with the distribution of the measurements of $\rho_{\theta}$, with respect to the set of POVMs $\left\{M_{x}\right\}$ is bounded by the quantum Fisher Information:

$$
\begin{equation*}
F(\theta ; M) \leqslant \mathcal{F}(\theta)=\max _{M} F(\theta ; M)=\operatorname{Tr}\left\{\rho_{\theta} \Lambda_{\theta}^{2}\right\} . \tag{4.6}
\end{equation*}
$$

If we use the QFI in conjuction with the CRB, we arrive at the quantum Cramér-Rao bound (QCRB):

$$
\begin{equation*}
\operatorname{Var} \hat{\theta}(\mathbf{X} ; M) \geqslant \frac{1}{\mathcal{F}(\theta)} \tag{4.7}
\end{equation*}
$$

In the case of $n$ independent measurements where no correlations are present, we can simply include a factor of $n$ the denominator of the RHS of the equation above, in analogy with the usual CRB. We included the POVM $M$ in Eqs. 4.9 and 4.7 to make it explicit that the estimators (and the underlying pdf) do depend on the POVMs.

Finally, we comment on the attainability of the QFI, which translates into the choice of an optimal POVM (or measurement basis). The equality in Eq. (4.6) is satisfied if we choose the POVMs as the set $\left\{\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x}\right\}\right.$. That is, the optimal POVMs are projectors constructed from the eigenvectors of the SLD [11]. Refer also to [159] (p.25). To see this,
note that if calculate the trace appearing in the QFI we have:

$$
\begin{equation*}
\operatorname{Tr}\left\{\rho \Lambda_{\theta}^{2}\right\}=\int \lambda_{x}^{2}\left\langle\left.\Lambda_{\theta}\right|_{x} \rho_{\theta} \mid \Lambda_{\theta}\right\rangle_{x} d x \tag{4.8}
\end{equation*}
$$

where we have used the spectral decomposition for the SDL, with $\lambda_{x}$ representing its eigenvalues. Analogously, if we take $M_{x}=\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x}\right.$ then Eq. (4.9) also becomes:

$$
\begin{equation*}
F\left(\theta ;\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x}\right)=\int d x \frac{\operatorname{Re}\left(\operatorname{Tr}\left\{\rho_{\theta}\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x} \Lambda_{\theta}\right\}\right)^{2}\right.}{\left\langle\left.\Lambda_{\theta}\right|_{x} \rho_{\theta} \mid \Lambda_{\theta}\right\rangle_{x}}=\int \lambda_{x}^{2}\left\langle\left.\Lambda_{\theta}\right|_{x} \rho_{\theta} \mid \Lambda_{\theta}\right\rangle_{x} d x\right. \tag{4.9}
\end{equation*}
$$

where we use that $\lambda_{x}$ is real (because the SLD is hermitian) and that $\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x} \Lambda_{\theta}=\right.$ $\lambda_{x}\left|\Lambda_{\theta}\right\rangle_{x}\left\langle\left.\Lambda_{\theta}\right|_{x}\right.$. Showing that this choice of POVM indeed achieves the QFI.

We also provide a short summary here:

- In order to calculate the QFI in Eq. (4.6) the SLD must be known. It is obtained by solving Eq. (4.2) for $\Lambda_{\theta}$.
- Therefore, the QFI depends only on the state $\rho_{\theta}$ and its parametrization.
- Since the SLD depends on $\theta$, this means that the optimal POVM might also depend on $\theta$ as well, which is unkown. We refer back to this point at the end of Sec. (4.2).

We treat the operational aspects of the QFI and the SLD in Sec. 4.2, where we show a simple way of obtaining the QFI and the optimal POVMs based on the technique of of Ref. [158]. Older and conventional approaches are based on, e.g., the diagonalization of the density matrix [11, 148].

The second point is also intuitive. The QFI essentially depends on the "statical manifold", or distinguishability of the states, around the parameter $\theta$. There is actually a deep connection between quantum estimation theory with geometrical aspects. See, for example, [126] for an earlier work. A very through review on this topic can be found Ref. [160]. Moreover, Ref. [11] also briefly discusses the connection of the QFI with the Bures metric. A few recent publications discuss some further aspects of these geometrical links [161, 162], including a very relationship between the Berry curvature and the QFI [163]. Note that this also explains why the notion of a Fisher information, or of a quantum version of a CRB, is slightly more complicated than the formulation from standard estimation theory. In the latter, we only consider probability distributions, which are
much simpler than quantum states. The mathematical structure of quantum mechanics introduces non-commuting operators and also the idea of measurements, which makes the structure of the problem much richer and more complex. The reader may check any of the references above for a rigorous discussion on this topic.

### 4.2 A trick for calculating the QFI

In this section we discuss the procedure described in Ref. [158], which will aid us in obtaining the SLD from Eq. (4.2) and the QFI from Eq. (4.6). This trick is based on the vectorization technique, which we discuss in Appendix A. To start, note that we can express the first term on the LHS in Eq. (4.2) as a product of three matrices: $\mathbf{I} \Lambda_{\theta} \rho_{\theta}$, allowing us to rewrite it as $\left(\rho^{T} \otimes \mathbf{I}\right) \operatorname{vec}\left(\Lambda_{\theta}\right)$ through vectorization. We can proceed analogously for the second term. Therefore, this equation simply becomes a linear system in a bigger Hilbert space:

$$
\begin{equation*}
\left(\rho_{\theta}^{T} \otimes \mathbf{I}+\mathbf{I} \otimes \rho_{\theta}\right) \operatorname{vec}\left(\Lambda_{\theta}\right)=2 \operatorname{vec}\left(\partial_{\theta} \rho_{\theta}\right) \tag{4.10}
\end{equation*}
$$

The solution is straightforward with orthodox methods:

$$
\begin{equation*}
\operatorname{vec}\left(\Lambda_{\theta}\right)=2\left(\rho_{\theta}^{T} \otimes \mathbf{I}+\mathbf{I} \otimes \rho_{\theta}\right)^{-1} \operatorname{vec}\left(\partial_{\theta} \rho_{\theta}\right) \tag{4.11}
\end{equation*}
$$

This avoids the hassle of diagonalizing the density matrix: we convert the problem of obtaining the QFI and the SLD to a simple linear algebra problem based on a linear system. Obtaining the inverse matrix becomes the numerical bottleneck in this case. Moreover, by using the identity $\operatorname{tr}\left\{A^{\dagger} B\right\}=\operatorname{vec}(A)^{\dagger} \operatorname{vec}(B)$, we can rewrite the QFI in terms of the vectorized expressions as

$$
\begin{equation*}
\mathcal{F}=\operatorname{vec}\left(\Lambda_{\theta}\right)^{\dagger}\left(\rho_{\theta}^{T} \otimes \mathbf{I}+\mathbf{I} \otimes \rho_{\theta}\right)^{-1} \operatorname{vec}\left(\Lambda_{\theta}\right) . \tag{4.12}
\end{equation*}
$$

We now discuss an example, adapted from the contents of Ref. [158], showing how the result above can be used in practice.

Example: Consider the pure state given by $|\psi\rangle=\frac{1}{\sqrt{2}}|0\rangle+\frac{e^{i \varphi}}{\sqrt{2}}|1\rangle$, where $\varphi$ is a phase. We will consider a scheme describing noise, which is quantified through a param-
eter $\nu \in(0,1)$. The state of interest is a convex combination of the pure state $|\psi\rangle$ and the maximally mixed state:

$$
\rho_{\nu \theta}=(1-\nu)|\psi\rangle\langle\psi|+\frac{\nu}{2} \mathbf{I}=\frac{1}{2}\left(\begin{array}{cc}
1 & e^{i \theta}(1-\nu)  \tag{4.13}\\
e^{-i \theta}(1-\nu) & 1
\end{array}\right) .
$$

The mixed state $\rho_{\nu \theta}$ describes, e.g., some noise deterioration due to dephasing or an experiment where a machine prepares the state $|\psi\rangle$ with a certain degree of imperfection. Our objective in this example is to obtain the QCRB for the parameters $\nu$ and $\theta$, given the state $\rho_{\nu \theta}$. Note that in this example we are skipped the first two steps in the diagram show in Fig. (4.1). We will consider the parametrized state above as given, ignoring the underlying input states and the parametrization dynamics.

We begin by obtaining the QFI and the optimal POVMs for the noise parameter $\nu$. According to Eq. (4.10), we may start by vectorizing the expression

$$
\cdot \operatorname{vec}\left(\partial_{\nu} \rho_{\nu \theta}\right)=-\frac{1}{2}\left(\begin{array}{c}
0 \\
e^{-i \theta} \\
e^{i \theta} \\
0
\end{array}\right)
$$

and the LHS of Eq. (4.2)

$$
\left(\rho_{\nu \theta}^{T} \otimes I+I \otimes \rho_{\nu \theta}\right)=\left(\begin{array}{cccc}
1 & \frac{1}{2} e^{i \theta}(1-\nu) & \frac{1}{2} e^{-i \theta}(1-\nu) & 0 \\
\frac{1}{2} e^{-i \theta}(1-\nu) & 1 & 0 & \frac{1}{2} e^{-i \theta}(1-\nu) \\
\frac{1}{2} e^{i \theta}(1-\nu) & 0 & 1 & \frac{1}{2} e^{i \theta}(1-\nu) \\
0 & \frac{1}{2} e^{i \theta}(1-\nu) & \frac{1}{2} e^{-i \theta}(1-\nu) & 1
\end{array}\right)
$$

respectively. By inverting the matrix above we obtain the following expression for the QFI:

$$
\begin{equation*}
\mathcal{F}_{\nu}=2 \operatorname{vec}\left(\partial_{\nu} \rho_{\nu \theta}\right)^{\dagger}\left(\rho_{\nu \theta}^{T} \otimes I+I \otimes \rho_{\nu \theta}\right)^{-1} \operatorname{vec}\left(\partial_{\nu} \rho_{\nu \theta}\right)=\frac{1}{\nu(2-\nu)} \tag{4.14}
\end{equation*}
$$

Furthermore, we can now use Eq. (4.11) to explicitly obtain the SLD

$$
L_{\nu}=\frac{1}{\nu(2-\nu)}\left(\begin{array}{cc}
1-\nu & e^{i \theta}  \tag{4.15}\\
e^{-i \theta} & 1-\nu
\end{array}\right)
$$

By calculating its eigenvectors we can finally arrive at the optimal measurement basis:

$$
\begin{equation*}
\left|B_{\nu, 1}\right\rangle=\frac{1}{\sqrt{2}}\binom{e^{i \theta}}{1}, \quad\left|B_{\nu, 2}\right\rangle=\frac{1}{\sqrt{2}}\binom{-e^{i \theta}}{1} \tag{4.16}
\end{equation*}
$$



Figure 4.2: (Left) State $\rho_{\nu \theta}$ and (Right) the optimal measurement basis on the Bloch sphere.

The POVMs are then constructed simply by taking the projectors $\left|B_{\nu, 1}\right\rangle\left\langle B_{\nu, 1}\right|$ and $\left|B_{\nu, 2}\right\rangle\left\langle B_{\nu, 2}\right|$. In Fig. 4.2 we illustrate the state and the basis on the Bloch sphere. Note how $\left|B_{\nu, 1}\right\rangle$ is in the same direction as the state. By using this measurement basis, we obtain the distributions

$$
\begin{equation*}
p\left(X=B_{\nu, 1} \mid \nu\right)=1-\frac{\nu}{2} \quad \text { and } \quad p\left(X=B_{2} \mid \nu\right)=\frac{\nu}{2} \tag{4.17}
\end{equation*}
$$

for the outcomes. ${ }^{3}$ Note that measurements with this POVM are analogous to a coin toss experiment with $\nu / 2$ as the parameter in the Bernoulli distribution. In the ideal scenario where $\nu=0$, we would always measure the system in the state $\left|B_{\nu, 1}\right\rangle$, but never in $\left|B_{2}\right\rangle$,

[^7]since the pure state $|\psi\rangle$ defined at the beginning of this example is orthogonal to $\left|B_{2}\right\rangle$. On the other hand, in a configuration where $\nu$ is non-zero, we would sometimes measure the state in $\left|B_{2}\right\rangle$. This happens not because of a superposition in the $\left\{\left|B_{\nu, 1}\right\rangle,\left|B_{2}\right\rangle\right\}$ basis, but rather, because of the classical probabilities associated with the mixture in $\rho$. Choosing a basis other than $\left|B_{\nu, 1}\right\rangle,\left|B_{\nu, 2}\right\rangle$ would make it harder to decide whether the results arise from the superposition in the state $|\psi\rangle$ or because of the impurity of $\rho$.

Finally, note that the QFI imparts the ultimate limit of precision associated to the estimation of the parameter of concern, while the eigenvectors of the SLD provide the optimal basis which is associated with the saturation of this bound. Nevertheless, they give no information about how the measurement data should be used. It is then clear that one should also formulate a concrete post-processing strategy. In this example, we can estimate $\nu$ by counting the number of different outcomes in each state, in a large analogy with the scenario of Bernoulli trials. Thus, the obvious and best candidate for an estimator in this case is the sample mean, which we discussed in previous chapters. The FI associated with the distributions in Eq. (4.17) is simply the expression that we have obtained in Eq. (2.30), but with respect to the parameter $\nu / 2$ instead. You can see that the FI in this case will coincide with the QFI, as it should be, since we are purposely performing measurements in the optimal basis. Finally, note that due to the properties of the sample mean as an estimator for the Bernoulli distribution, we actually saturate the bound even in the non-asymptotic regime. This estimator is efficient, as we have thoroughly discussed before. These steps give a complete picture of how the noise parameter could be estimated in this toy model.

There are a few further things worth mentioning in this example. The first one is that the QFI, as it very often happens, depends on the unknown parameter $\nu$. Fortunately, that was not the case for the optimal POVM here, which depends only on $\theta$. That, however, is not guaranteed to happen every time. If we decided to probe the phase $\theta$ instead of the parameter $\theta$, for instance, the optimal POVMs would also depend on the unkown $\theta$ [158]. ${ }^{4}$ We can repeat the same steps with respect to the parameter $\theta$ instead to see this

[^8]in practice. By doing so, we find the SLD and the optimal measurement basis to be
\[

L_{\theta}=i(\nu-1)\left($$
\begin{array}{cc}
0 & -e^{i \theta}  \tag{4.18}\\
e^{-i \theta} & 0
\end{array}
$$\right)
\]

and

$$
\begin{equation*}
\left|B_{\theta, 1}\right\rangle=\frac{1}{\sqrt{2}}\binom{i e^{-i \theta}}{1}, \quad\left|B_{\theta, 2}\right\rangle=\frac{1}{\sqrt{2}}\binom{-i e^{-i \theta}}{1} \tag{4.19}
\end{equation*}
$$

respectively. Note how the latter explicitly depends on $\theta$. This example illustrates that it is not uncommon for the optimal basis to depend on the unknown parameter itself, introducing another layer of complexity to the problem. This often calls for adaptative strategies whenever possible, where one continuously change the measurement basis, or, e.g., parameters and the general configuration of the interaction [165-167]. $\square$

The previous example briefly showed the typical steps which constitute a metrology experiment in quantum mechanics. One of most striking aspects is the importance of the measurement choice in this scheme. We illustrate the main ideas with a diagram in Fig. 4.3. A very common point of focus in the literature is the notion of optimization over the probe states and quantities appearing in the parametrization process, such as parameters in a unitary evolution. This was not a point of concern in the previous example because we considered a given state. In more concrete scenarios these might be central points of investigation. The experimenter will typically try to choose a probe state which better encodes the parameters of interest after undergoing a predefined dynamics. Likewise, it is also important to perform this process in the best configuration possible. If some parameters of the interaction are known, they might be tuned in a way which results in a state with a larger QFI. For that reason, many works are devoted to establishing experimental setups and protocols with a sensible configuration which allow for very precise estimations. This is, in a first instance, quantified through the QFI, further justifying its importance.

Once the parametrized state has been obtained, it is then possible to calculate the QFI and the SLD. The latter is, in turn, used to obtain the optimal POVMs. More specifically, the projectors are constructed from the eigenvalues of the SLD, providing the best possible measurements, whose precision is bounded by the QCRB. These are quantities which are


Figure 4.3: Standard optimization strategies in metrology.
obtained entirely from the state, and no other elements are necessary in principle. An important point in this step, which has actually been omitted in the diagram, is that a few other strategies might result in very sharp improvements. One can, for example, exploit superposition and entanglement, performing joint measurements on several copies of the system or ancillas. By doing so it is often possible to capture correlations which result in more precise estimations [168]. Furthermore, protocols which employ other strategies or (quantum) resources, such as quantum discord, also configure a very active field in quantum metrology [169, 170]. See Ref. [130] for a review.

Regardless, once the POVMs have been decided upon, the estimation task essentially becomes a classical problem. At this point, the state and the POVM are the relevant objects, and we can use the Born rule to obtain the probability distribution for each of the outcomes. By doing so, the formalism that we have discussed in the previous chapters can be used as a powerful tool in the post-processing tasks, where use the resulting distributions and the empirical data to estimate the parameters of interest. This is the point where it is necessary to pick a sensible estimator following the considerations that we have thoroughly discussed. Additionally, it is also possible to calculate the variance, or any figure of error which might be relevant, associated with the estimator.

These steps are illustrated on the green region highlighted on the diagram in Fig. 4.3. It is then possible to look for efficient estimators, or even MMSE and MVU estimators. This should provide an optimal post-processing treatment. If these do not exist, it is then common to resort to estimators which are asymptotically efficient, such as the ones obtained by MLE methods. Still, it is also important to remember that even MLE strategies
might contain some limitations. This is a hurdle encountered in, e.g., phase estimation [166]. These considerations also highlight the importance of the FI and the QFI: even if we are either unable to obtain an optimal estimator (or to employ the best measurement strategy), the (quantum) Fisher information still provides an important benchmark.

For a good application of this discussion in practice, the reader might refer to the Section III from Ref. [171] for example, where the problem of the qubit phase estimation is investigated. This publications provide a very good illustration of each of these steps that we have discussed. There, the author discusses the optimization of the QFI, the measurements and the estimators, in this order. An optimization over the probe states is given in a previous work by the same author, in Ref. [164]. Note how these contents overlap with the diagram shown in Fig. 4.3.

To complete our discussion, we dwell into question of the attainability of the QCRB. In the single-parameter case the QCRB can usually be achieved, at least asymptotically, by employing measurements in the appropriate basis per our discussions. Additionaly, adaptative protocols might have to be employed. ${ }^{5}$ The situation becomes much more involved when the multi-parameter case is considered: since different parameters will, in general, require a different set of POVMs for optimality, one can seldom saturate the multi-parameter QCRB. Surprisingly, the geometrical aspects of the QFI come at hand in this discussion: one can establish a link between the simultaneous indistinguishably of different parameters and the impossibility of attaining the multi-parameter QCRB with the non-zero Berry curvature and the geometrical properties of the quantum statistical model. These very elegant conclusions, which cleverly connect geometric and statistical aspects, can be found in Refs. [163] and [173] (see also [174] for an experimental follow-up). On the same spirit, other results provide useful insights about this problem: the QCRB is saturable if, and only if, the state $\rho$ belongs to what is called the quantum exponential family [159] (p. 25). We are not going to define this class of states here, but the statement of the theorem can be found in Ref. [175] (pp. 118-120). This result depicts one of the differences between classical and quantum estimation theories quite well: in the former the CRB is saturated through the exponential family of distributions, while in the latter we consider a family of states. This illustrates how distributions are the fundamental objects

[^9]in standard statistics, while it makes more sense to consider the manifold of states to play the analogous role in quantum metrology.

Finally, we shall conclude this section with a practical example. We begin by mentioning Ref. [176], where the authors provide some optimization over single-qubit probes for one-parameter qubit gates. Moreover, they also study the stability of these states as probes; in the sense that they investigate how small perturbations in the probe states affect the FI of the model. By doing so they were able to show that these smalls perturbations might introduce large deviations in the FI, making the protocol unstable. Surprinsingly, one of their main conclusions was that using entangled two-qubit probes in the Bell states actually protects the protocol against fluctuations in the probe state. This is a concrete example in the literature which shows how the preparation process, and choosing good probe states, is important in metrology. An experimental approach of a very similar problem was done in [177]. Therefore, we introduce an example below which adapts the discussion from Refs. [172, 176, 177] in a simpler scenario. See also Refs. [178, 179] for very pedagogical approaches to the problem.
[ Example: Consider the initial state $\left|\psi_{0}\right\rangle=\cos \frac{\alpha}{2}|0\rangle+e^{i \varphi} \sin \frac{\alpha}{2}|1\rangle$, parametrized in terms of the polar angle $\alpha$ in the Bloch sphere. Now, let us suppose that this state undergoes a unitary dynamics of the type $U(\theta)=\exp \left\{-i \frac{\theta}{2} \sigma_{z}\right\}$, resulting in the state $\left|\psi_{\varphi}\right\rangle=\cos \frac{\alpha}{2}|0\rangle+e^{i(\varphi-\theta)} \sin \frac{\alpha}{2}|1\rangle$ (up to a phase factor) which encodes a phase-shift angle $\varphi$ that we wish to estimate. Note that we are able to generate the pure state in Eq. (4.13) from the previous example through the same process. Our objectives with this example are two-fold:

- We want to see how the angle $\theta$ in the probe states influences the QFI and the precision of the estimation.
- We extend the investigation to measurement bases beyond the optimal protocol. We would like to quantify how sub-optimal measurements fare.

We start by calculating the QFI. By repeating the steps of the previous example, we
find that the term $\left(\rho_{\theta}^{T} \otimes I+I \otimes \rho_{\theta}\right)$ is given by

$$
\left(\begin{array}{cccc}
\cos ^{2}\left(\frac{\alpha}{2}\right) & \frac{1}{4} \sin (\alpha) e^{i(\theta-\varphi)} & \frac{1}{4} \sin (\alpha) e^{-i(\theta-\varphi)} & 0 \\
\frac{1}{4} \sin (\alpha) e^{-i(\theta-\varphi)} & \frac{1}{2} & 0 & \frac{1}{4} \sin (\alpha) e^{-i(\theta-\varphi)} \\
\frac{1}{4} \sin (\alpha) e^{i(\theta-\varphi)} & 0 & \frac{1}{2} & \frac{1}{4} \sin (\alpha) e^{i(\theta-\varphi)} \\
0 & \frac{1}{4} \sin (\alpha) e^{i(\theta-\varphi)} & \frac{1}{4} \sin (\alpha) e^{-i(\theta-\varphi)} & \sin ^{2}\left(\frac{\alpha}{2}\right)
\end{array}\right)
$$

for $\rho_{\theta}=\left|\psi_{\theta}\right\rangle\left\langle\psi_{\theta}\right|$. This matrix is singular, so it cannot be used to calculate the QFI in this case. We avoid this conundrum by employing one of the strategies from Ref. [180] (See Theorem 4, p. 5). Consider the state $\tilde{\rho}_{\nu}:=(1-\nu) \tilde{\rho}+\frac{\nu}{2} I$, where $0<\nu<1$ is a real parameter. Note that this is the same state from the previous exercise. This time, however, we are not interested on its physical features, but rather, on its mathematical convenience. We can invert the previous term by taking the limit:

$$
\begin{equation*}
\left(\rho_{\theta}^{T} \otimes I+I \otimes \rho_{\theta}\right)=\lim _{\nu \rightarrow 0}\left(\tilde{\rho}_{\nu}^{T} \otimes I+I \otimes \tilde{\rho}_{\nu}\right) \tag{4.20}
\end{equation*}
$$

That is, we calculate the QFI for a mixed state and then obtain the limiting case of pure states by taking $\nu \rightarrow 0$ [158]. This convenient technique avoids the problem of singular matrices. ${ }^{6}$ Hence, by employing very similar steps to the previous exercise, we obtain that the QFI of the state $\rho_{\theta}$ is given by:

$$
\begin{equation*}
\mathcal{F}\left(\rho_{\theta}\right)=\sin ^{2}(\alpha) \tag{4.21}
\end{equation*}
$$

This is a well-known result for qubits [172] (p. 4486) ${ }^{7}$, with some intuition behind it. Notice how Eq. (4.21) vanishes for $\alpha=0$ or $\alpha=\pi$, which corresponds to the states $|0\rangle$ and $|1\rangle$, respectively, and how it achieves it maximum for $\alpha=\pi / 2$, corresponding to states in the equator of the Bloch sphere, such as the $|+\rangle$ and $|-\rangle$ states, defined by $(|0\rangle \pm|-\rangle) / \sqrt{2}$, respectively.

[^10]The reason for that is very simple: it is very hard to distinguish the states around the pole by changing the phase-shift $\theta$. In the limiting case where the state is situated in one of the poles of the Bloch sphere, applying the unitary $U(\theta)$ does not affect the state of the qubit at all, making it impossible to infer the parameter. Conversely, we find that distinguishing states on the equator of the Bloch sphere after applying the phase shift is the easiest: infinitesimal displacements of the azymuthal angle will be the most detectable in this region. One might notice how the QFI in Eq. (4.21) coincides with one of elements of the metric tensor of the unit


Figure 4.4: Illustration of qubit states in the Bloch sphere after an infinitesimal phase shift. Here $\left|\psi_{\text {opt }}\right\rangle$ illustrates an optimal probe state lying in the equator. sphere.

Let us proceed by considering the measurements. This time, we will go beyond the optimal measurements. We shall, instead, consider a wider class of POVMs (which are not necessarily constructed from the SLD):

$$
\begin{equation*}
M_{0}=|\Psi\rangle\langle\Psi|, \quad M_{1}=I-M_{0}, \quad \text { with } \quad|\Psi\rangle=\cos \frac{\beta}{2}|0\rangle+e^{i \phi} \sin \frac{\beta}{2}|1\rangle . \tag{4.22}
\end{equation*}
$$

Here $\beta$ and $\phi$ are angles which parametrize the measurement basis. Our objective is to see how the angles $\alpha$ and $\varphi$ in the probe states and thes angles $\beta$ and $\phi$ parametrizing the POVMs affect the protocol. Namely, we will be able to quantify how well different probe states and POVMs perform. This is quantified through the FI. By using the projectors above, we obtain the probabilities

$$
\begin{equation*}
p_{0,1}(\theta)=\frac{1}{2} \pm \frac{f(\theta)}{2}, \quad \text { with } \quad f(\theta):=\cos (\alpha) \cos (\beta)-\sin (\alpha) \sin (\beta) \cos (\theta-\varphi+\phi) \tag{4.23}
\end{equation*}
$$

associated with $M_{0}$ and $M_{1}$, respectively. If we obtain $k$ outcomes in 0 and $n-k$ outcomes in 1 , we can write the distribution for the outcomes of this experiments as as $p(X \mid \theta)=$
$p_{0}(\theta)^{X}\left(1-p_{0}(\theta)\right)^{1-X}$, allowing us to explicitly calculate its FI. We should be careful with this distribution however. While it closely resembles the Bernoulli distribution, the "Bernoulli parameter" actually depends on $\theta$ in a complicated manner, per Eq. (4.23). The simplest way to calculate the FI in this case, since we have already done that for the Bernoulli distribution, is to use the reparametrization rule for the Fisher Information [87].
${ }^{8}$ By doing so we can calculate the FI to be:

$$
\begin{equation*}
F(\theta \mid \alpha, \beta)=\left(\frac{d p_{0}(\theta)}{d \theta}\right)^{2} \frac{1}{p_{0}(\theta)\left(1-p_{0}(\theta)\right)}=\frac{\sin ^{2}(\alpha) \sin ^{2}(\beta) \sin ^{2}(\theta-\varphi+\phi)}{\left(1-f(\theta)^{2}\right)} \tag{4.24}
\end{equation*}
$$

We can optimize the expression above by taking $\alpha=\beta=\pi / 2$. This means that one should take a probe state and a measurement basis which lie on the equator of the Bloch sphere. By doing so, we obtain $F(\theta)=1$ for all $\theta$, independent of $\phi$ and $\varphi$. The FI in this case coincides with the maximum achievable QFI , with $\alpha=\pi / 2$. ${ }^{9}$ We plot these results in Fig. 4.5.

These calculations by themselves are interesting enough as an example. However, in Ref. [176] they bring a very interesting point into attention, which concerns the stability of the probe states: that is, how much do small fluctuations in the parameters of the probe state and of the POVMs influence the optimality of the protocol? We can follow Ref. [176] and Taylor expand Eq. (4.24) around $\alpha=\pi / 2$ to obtain (we consider that $\varphi=\phi=0$, for simplicity):

$$
\begin{equation*}
F(\theta) \approx 1-\delta \alpha^{2} \frac{1}{\sin ^{2} \theta} \tag{4.25}
\end{equation*}
$$

with $\delta \alpha=\pi / 2-\alpha$. Surprisingly, for small $\theta$ we can see that this becomes $F(\theta) \approx$ $\delta \alpha^{2} / \theta^{2}$. In other words, small deviations in the preparation of the probe greatly affect the achievable precision of the protocol, specially when small angles are considered.

This example showcases why the preparation step is very subtle when devising experiments in quantum metrology, and why one should also consider other aspects beyond only maximizing the QFI. The striking conclusion from the authors in Ref. [176] was to show that entangled probes are able to improve the stability of the protocol, making it
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Figure 4.5: FI for the qubit in different scenarios. On the left we plot the FI as a function of the polar angle $\alpha$ for the qubit state on the Bloch sphere and the interferometric parameter $\theta$. On the right we plot the QFI as a function of $\alpha$ and $\varphi$, describing all the possible probe states. We can see that the optimality is achieved when $\alpha=\pi / 2$, regardless of the azymuthal angle $\varphi$ in the Bloch sphere.
optimal for a wider range of configurations and less sensitive to small perturbations in the preparation of the probe. This is an interesting example to show how aspects such as quantum improvements might be useful even beyond the scenario of supassing the standard quantum limit.

We finish this section with a brief disclaimer about some caveats which arise in quantum metrology. The previous discussion, for instance, very interestingly showed how entanglement could be used to improve the stability of a protocol. And while we ommited such an example here, an even larger body of the literature is concerned with the challenge of surpassing the SQL [181]; as we mentioned in the beggining of this chapter. However, employing quantum adtanvantages is in practice, a difficult task. For instance, the choice of the estimator in phase estimation problems requires some care [182]. Additionaly, it is very well known at this point that schemes based on the Heisenberg scaling are typically very sensitive to noise [144, 183, 184]. In Ref. [185] the authors provide some further bounds and concretely shows how estimations in the presence of noise might gradually transit from the Heisenberg scaling to the usual scaling in the SQL. Maybe even more importantly, the question of what counts as a "resource" for quantum metrology and the QCRB is certainly a fundamental question which we should dwell into. For instance,

Ref. [186] provides a unifying discussion of these aspects, establishing a connection between several differents experiments and models. In summary, these observations, allied to the aforementioned references, allows us to better understand current the literature along with its challenges, and show us that many subtleties, such as technological feasibility, robustness and post-processing aspects should be taken into account when devising a sensible experiment in quantum metrology.

### 4.3 Quantum thermometry

Measuring and estimating temperature with high precision in nanoscale and quantum systems is an effort of increasingly importance in modern technologies [187-190]. We can find uses in, e.g., ultra-cold gases [191-194], biology [195] and even relativity [196], with proposals for the detection of the Unruh temperature [197] and the thermometry of gravitational waves [198]. Lying in a very rich intersection between quantum metrology and quantum thermodynamics, the field concerned with such problem is known as quantum thermometry, and it has seen a fast development in the past decade [199-204]. For a recent collection of important developments and works in the field, consult Refs. [205] (Part III, Sec. 3) and [206]. ${ }^{10}$ Rather than solely transposing the tools from quantum estimation theory, quantum thermometry emerges as a very careful framework which incorporates the physical and mathematical traits from thermodynamics into the underlying framework of quantum metrology. Due to its own peculiarities, quantum thermometry comes across theoretical and experimental challenges which are particular of it as its own field - some challenges which are not generally present in quantum metrology and other subfields. With that in mind, we use the discussions of the preceding chapters as the foundation of the upcoming results.

One of the main building blocks in the field is the notion of a thermal quantum Fisher information, which can be used as the main benchmark for thermometric protocols specially for near-equilibrium configurations [208]. The standard setup is illustrated in Fig. 4.7. It consists on a probe which is left to interact with a thermal bath at a tempera-

[^12]ture $T$. The probe eventually thermalizes to the Gibbs state
\[

$$
\begin{equation*}
\rho_{t h}:=\frac{e^{-\beta H}}{Z}, \tag{4.26}
\end{equation*}
$$

\]

associated with the Hamiltonian $H$, where we define $\beta=1 / T$ as the reciprocal of the temperature (from hereafter we take the Boltzmann constant to be $k_{b}=1$ ). Hence, by performing measurements and post-processing strategies (per Fig. 4.3, for example) on the thermalized probe, we can infer the temperature $T$ of the bath. All things considered, this is very similar to previous setups we have analyzed, with the complication of an extra step where the probe acts as a proxy for measuring the bath temperature. Modeling this interaction might be a big challenge on itself. We omit such a discussion here, but an example can be found in Ref. [209].

More concretely, the thermal Fisher information (TFI) is defined as the quantum fisher information of the thermal state, and it is given by

$$
\begin{equation*}
\mathcal{F}_{\mathrm{th}}=\frac{C}{T^{2}}, \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
C=\frac{\left\langle H^{2}\right\rangle-\langle H\rangle^{2}}{T^{2}} \tag{4.28}
\end{equation*}
$$

is the heat capacity of the system. To arrive at this result we can write the Lyapunov
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Figure 4.6: Diagram illustrating a thermometry experiment.
equation for the thermal state

$$
\begin{equation*}
\Lambda_{T} \rho_{t h}+\rho_{t h} \Lambda_{T}=2 \partial_{T} \rho_{t h}, \tag{4.29}
\end{equation*}
$$

and solve it for the "thermal" $\operatorname{SLD} \Lambda_{T}$. We briefly review some results from statistical physics in order to proceed. In particular, we will need to identities some results in order to obtain the derivative of the density matrix in Eq. (4.26). It can be written in a more convenient way through the use of the chain rule:

$$
\partial_{T} \rho_{t h}=-\beta^{2} \frac{\partial \rho_{\mathrm{th}}}{\partial \beta}=-\beta^{2}\left[-H \frac{e^{-\beta H}}{Z}-\frac{e^{-\beta H}}{Z}\left(\frac{1}{Z} \frac{\partial Z}{\partial \beta}\right)\right]
$$

or equivalently,

$$
\begin{equation*}
\partial_{T} \rho_{\mathrm{th}}=\beta^{2}\left[H-\frac{1}{Z} \frac{\partial Z}{\partial \beta}\right] \rho_{\mathrm{th}}, \tag{4.30}
\end{equation*}
$$

since $\partial_{T} \beta=-1 / T^{2}$. Moreover, knowing that

$$
\frac{\partial Z}{\partial \beta}=-\sum_{n} E_{n} e^{-\beta E_{n}}=-Z\langle H\rangle
$$

we have:

$$
\begin{equation*}
\frac{1}{Z} \frac{\partial Z}{\partial \beta}=\langle H\rangle \tag{4.31}
\end{equation*}
$$

Thus we can see that (4.30) becomes:

$$
\begin{equation*}
\partial_{T} \rho_{\mathrm{th}}=\beta^{2}(H-\langle H\rangle) \rho_{\mathrm{th}}, \tag{4.32}
\end{equation*}
$$

and, in turn, Eq. (4.29) yields:

$$
\begin{equation*}
\Lambda_{T} \rho_{\mathrm{th}}+\rho_{\mathrm{th}} \Lambda_{T}=2 \beta^{2}(H-\langle H\rangle) \rho_{\mathrm{th}} . \tag{4.33}
\end{equation*}
$$

Given that the thermal state is simply the exponential of the Hamiltonian, we know that it commutes with the Hamiltonian itself, i.e. $\left[H, \rho_{\mathrm{th}}\right]=0$. This fact which makes the equation above much easier to solve, and the solution is straightforward if we assume that
$\Lambda_{T} \rho_{\mathrm{th}}=\rho_{\mathrm{th}} \Lambda_{T}$, leading us to:

$$
\begin{equation*}
\Lambda_{T}=\beta^{2}(H-\langle H\rangle) \tag{4.34}
\end{equation*}
$$

We can immediately verify that this solution for SLD is valid. Now, since $\operatorname{Tr}(H\langle H\rangle)=$ $\langle H\rangle^{2}$ it is also easy to see that the QFI $\operatorname{Tr}\left(\rho_{\text {th }} \Lambda_{T}^{2}\right)$ will be given by the expression:

$$
\begin{equation*}
\mathcal{F}_{\mathrm{th}}=\frac{\left\langle H^{2}\right\rangle-\langle H\rangle^{2}}{T^{4}} \tag{4.35}
\end{equation*}
$$

thus proving the results in Eqs. (4.27) and (4.28). Finally, we mention that the measurement optimal basis in this scenario is simply a projection onto the energy eigenbasis, since the thermal state (4.26) is diagonal in this basis.

E Example: As an example, we shall apply the results above to a qubit. We start by considering the very simple case where the qubit is described by the Hamiltonian $H=\frac{\Omega}{2} \sigma_{z}$. Here, $\sigma_{z}$ refers to the usual Pauli matrix $\sigma_{z}=|0\rangle\langle 0|-|1\rangle\langle 1|$. We find that the partition function in this case is given by $Z=1+e^{\Omega / T}$, and that

$$
\rho_{\mathrm{th}}=\frac{1}{1+e^{\Omega / T}}\left(\begin{array}{cc}
1 & 0  \tag{4.36}\\
0 & e^{\Omega / T}
\end{array}\right)
$$

Since $\sigma_{z}$ is idempotent, the second moment very easily evaluates to $\left\langle H^{2}\right\rangle=\Omega^{2} / 4$. Meanwhile, we find that $\langle H\rangle=\operatorname{Tr}\left\{H \rho_{\mathrm{th}}\right\}=-\frac{\Omega}{2} \tanh \left(\frac{\Omega}{2 T}\right)$. Therefore, by substituting these results into (4.27) and by using the identity $\operatorname{sech}^{2} x=1-\tanh ^{2} x$ we obtain

$$
\begin{equation*}
\mathcal{F}_{\mathrm{th}}=\left(\frac{\Omega}{2 T^{2}}\right)^{2} \operatorname{sech}^{2}\left(\frac{\Omega}{2 T}\right) \tag{4.37}
\end{equation*}
$$

as the thermal fisher information of a (fully thermalized) qubit.
We plot this result in Fig. 4.7. The first observation we can make is that the TFI depends on the temperature itself, reaching a maximum for a certain value of $T$, depending on the size $\Omega$ of the energy gap. We perform a maximization over the temperature, plotting the maximum achievable TFI as a function of the gap in the inset of Fig. 4.7. We can see smaller gaps can result in much higher values for the TFI. We should be careful however in how we interpret these results. This plot tells us that smaller gaps yield


Figure 4.7: Thermal Fisher information of a qubit. We plot the TFI as a function of the temperature $T$ for diffent values of the energy gap $\Omega$. In the inset we plot the maximum TFI (maximized over $T$ ) as a function of $\Omega$. We can see that smaller gaps result in a higher achievable precision for the optimal temperature.
higher precision for certain values of the temperature, but not for all of them. We can see from the plots that while smaller values of $\Omega$ are more precise for lower temperatures, they quickly decay for larger values of $T$. Hence, it might be preferable to opt out for a larger gap as $T$ increases. This scenario is a further illustration on the challenges of optimization in metrology that we have encountered before, but this time in the context of thermometry. We can see how, e.g., optimization might also emerge as a very natural strategy in thermometry, for example. $\square$

Another very important observation about the plots in Fig. 4.7 and Eq. (4.37) which is worth mentioning is that the TFI (and the heat capacity) both converge to zero as $T \rightarrow 0$. Thus, standard thermometry protocols become very imprecise in this regime. Many works in the existing literature are concerned with this challenge [201, 210, 211]. See for example Sec. 4.3 in Ref. [154]. Even worse, the heat capacity usually decays exponentially as $T \rightarrow 0$. Many schemes mitigate this problem by employing configurations and techniques which results in a sub-exponential, and sometimes, polynomial decay [200, 212].

A natural generalization would be to investigate how different probes, such as a quantum harmonic oscillator substituting the qubit in the previously described setup, would affect the protocol. See Sec. 2.1.1 from Ref. [207], for instance. There are already many thorough investigations in this sense [213]. Moreover, there also exist some surprisingly general results concerning other aspects of thermometry. To name a few, we mention the
results concerning the dimensionality and the structure of the eigenspectrum of the system from the discussion in Ref. [214]. There, the authors that the optimal configuration in the (equilibrium) probe-based thermometry is to employ highly degenerate Hamiltonians. Similarly, a discussion on coarse-grained measurements in quantum thermometry can be found in Ref. [215].

### 4.4 Collisional quantum thermometry

Throughout this chapter we have discussed the general aspects of quantum metrology and quantum thermometry, with a few concrete applications serving as examples. Our objective in this section is to introduce a concrete platform for thermometry, which will be the foundation for our investigations in Chapter 5. During this section, in particular, we shall discuss mostly model-specific results. Hence, we close this chapter by introducing the idea of collisional quantum thermometry, which employs collisional models in a thermometric setup. Collisional models have encountered a growing interest in the recent years in the field of open quantum systems [216-219]. Among important uses, we mention applications in quantum optics [25], quantum thermodynamics [220, 221] and, more recently, quantum batteries [222-224]. The reader might refer to Ref. [225] for a short and pedagogical introduction, and to Ref. [226] for a comprehensive review. ${ }^{11}$

We show now how collisional models can be tailored as quantum thermometry, closely following the original proposal for collisional quantum thermometry [155]. The basic idea behind collisional models is that an object of interest repeatedly interact (in other words, "collides") with other constituents of the model. In our case, an intermediate system, which we denote by $S$, is placed between two other constituents: the environment $E$, which usually refers to a thermal bath (at a temperature $T$ ), and a trail of ancillae $A_{n}$ which are eventually measured, as depicted in Fig. 4.8. One might notice that this setup is in contrast with the standard configuration for probe-based thermometry, where the ancillae (or probes), directly interact with the system of interest. This is precisely the objective of such a construction: the model from Ref. [155] is intrinsically out-of-equilibrium,
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Figure 4.8: An illustration of the setup used in collisional quantum thermometry.
since the resulting ancillae are, in general, not fully thermalized. This departure from the standard strategy gives rise to two advantages. The first one is that the resulting states of the ancillae might better encode information about the temperature due to their dynamical relaxation rate, surpassing the TFI which we introduced in Eq. (4.37). This will be our main interest in the upcoming discussions. The second one is that we are also able to introduce correlations between the ancillae, which allow us to beat the SQL when collective measurements are used.

We shall consider a model where both the system $S$ and the ancillae $A_{n}$ are resonant qubits, described by $H_{S}=\Omega \sigma_{Z}^{S} / 2$ and $H_{A_{n}}=\Omega \sigma_{Z}^{A_{n}} / 2$, respectively. Additionaly, the interaction between the $S$ and the environment $E$ is described through the GKLS [228] master equation:

$$
\begin{equation*}
\frac{d \rho_{S}}{d t}=\mathcal{L}\left(\rho_{S}\right)=\gamma(\bar{n}+1) \mathcal{D}\left[\sigma_{-}^{S}\right]+\gamma \bar{n} \mathcal{D}\left[\sigma_{+}^{S}\right] \tag{4.38}
\end{equation*}
$$

where $\mathcal{D}[L]=L \rho L^{\dagger}-\frac{1}{2}\left\{L^{\dagger} L, \rho\right\}$ is the dissipator, $\gamma$ is the coupling strength and $\bar{n}=$ $1 /\left(e^{\Omega / T}-1\right)$ is the Bose-Einstein occupation. Therefore, we can write the $S E$ interaction as described by the map $\mathcal{E}\left(\rho_{S}\right)=e^{\tau_{S E} \mathcal{L}}\left(\rho_{S}\right)$. The system-ancilla interaction, on the other hand, is chosen to be a partial-swap [229]: ${ }^{12}$

[^14]\[

$$
\begin{equation*}
U_{S A_{n}}=\exp \left\{-i \tau_{S A} g\left(\sigma_{+}^{S} \sigma_{-}^{A_{n}}+\sigma_{-}^{S} \sigma_{+}^{A_{n}}\right)\right\} . \tag{4.39}
\end{equation*}
$$

\]

By choice, all ancillae are initialized in the ground-state $\rho_{A}^{0}=|0\rangle\langle 0|$. Additionally, the coupling strengths $\gamma \tau_{S E}$ and $g \tau_{S A}$ the free parameters of our model: they can be tuned in order to improve the QFI.

Moving forward, we formalize the repeated interaction that we have described before. The system undegoes what is called a stroboscopic evolution, which consists in an alternating application of the two maps above,

$$
\begin{equation*}
\rho_{S}^{n}=\operatorname{tr}_{A_{n}}\left\{\mathcal{U}_{S A_{n}} \circ \mathcal{E}\left(\rho_{S}^{n-1} \otimes \rho_{A}^{0}\right)\right\}:=\Phi\left(\rho_{S}^{n-1}\right), \tag{4.40}
\end{equation*}
$$

where $n=1,2,3, \ldots$ labels the collisions. Here $\mathcal{U}_{S A_{n}}(\bullet)=U_{S A_{n}} \bullet U_{S A_{n}}^{\dagger}$ and $\circ$ denotes map composition. We will only consider states in the steady-state regime, in the sense of the strobocopic dynamics from Eq. (4.40). In other words, several ancillae are let to interact with the system, which eventually reaches a fixed point $\rho_{S}^{*}=\Phi\left(\rho_{S}^{*}\right)$. This regime eliminates any transient effects and introduces a translational invariance with respect to the collisions, greatly simplifying the analysis.

Now that the dynamics is set, we are able to discuss the limits of thermometric precision for the protocol. By following the procedures above, we calculate the steady-state of the system to be:

$$
\rho_{S}^{*}=\left(\begin{array}{cc}
\frac{1}{\left(1+e^{\Omega / T)}\left(1+\frac{\sin ^{2}\left(g \tau_{S A}\right)}{e^{T}-1}\right)\right.} & 0  \tag{4.41}\\
0 & 1-\frac{1}{\left(1+e^{\Omega / T}\right)\left(1+\frac{\sin ^{2}\left(g T_{S A}\right)}{\tau^{T}-1}\right)}
\end{array}\right)
$$

where $\Gamma:=\gamma(2 \bar{n}+1) \tau_{S E}$ is what we define as the thermal (or dynamic) relaxation rate. Note however that this is not our main object of interest. We perform measurements on the ancillae, not on the system. So our objective is to calculate the QFI (and the FI) associated with the ancillae after they interact with the system in the steady state above.
very analogous results can be obtained.


Figure 4.9: QFI in the collisional thermometry scheme. We plot the ratio between the quantum Fisher information and the thermal Fisher information for (a) full swaps and for (b) $\gamma \tau_{S E}=0.2$. The dotted line corresponds to $\mathcal{F}=\mathcal{F}_{\text {th }}$.

That is, we are interested in the state

$$
\begin{equation*}
\rho_{A_{n}}^{*}=\operatorname{tr}_{S}\left\{\mathcal{U}_{S A_{n}} \circ \mathcal{E}\left(\rho_{S}^{*} \otimes \rho_{A}^{0}\right)\right\} \tag{4.42}
\end{equation*}
$$

which, from Eq. (4.41), explicitly evaluates to

$$
\rho_{A_{n}}^{*}=\left(\begin{array}{cc}
\frac{1}{\left(1+e^{\Omega / T}\right)\left(\csc ^{2}\left(g \tau_{S A}\right)+\frac{1}{e^{1}-1}\right)} & 0  \tag{4.43}\\
0 & 1-\frac{1}{\left(1+e^{\Omega / T}\right)\left(\csc ^{2}\left(g \tau_{S A}\right)+\frac{1}{e^{T}-1}\right)}
\end{array}\right)
$$

Of special interest is the case of the full-swap, with $g \tau_{S A}=\pi / 2$, where the ancilla and the system completely exchange states. In this case the ancillae state reduces to:

$$
\rho_{A_{n}}^{*} \xrightarrow[\text { Swap }]{\text { Full }}\left(\begin{array}{cc}
\frac{1-e^{-\Gamma}}{1+e^{\frac{\Omega}{T}}} & 0  \tag{4.44}\\
0 & 1-\frac{1-e^{-\Gamma}}{1+e^{\frac{\Omega}{T}}}
\end{array}\right),
$$

which will be our case of interest from hereafter. One of the main results from Ref. [155] was to show that the QFI associated with the state (4.43) actually surpasses the TFI which we calculated in Eq. (4.27). More explicitly, they obtained the ratio

$$
\begin{equation*}
\frac{\mathcal{F}}{\mathcal{F}_{t h}}=\frac{(\bar{n}+1)\left(e^{\Gamma}+2 \bar{n} \Gamma-1\right)^{2}}{e^{2 \Gamma}(\bar{n}+1)-e^{\Gamma}-\bar{n}}, \tag{4.45}
\end{equation*}
$$

in the case of full-swaps. This can be done if we apply the technique from Eq. (4.12) to the state (4.44). We plot these results, including the numerical solutions for configurations
besides the full-swap, in Fig. 4.9.
The most striking aspect in this figure is that the non-equilibrium protocol may offer a very significant improvement over the default experiment. By comparing Figs. 4.7 and 4.9, the improvement is largest for intermediate temperatures (around $2 \lesssim T \lesssim 10$ ), which is precisely the region where the TFI quickly falls off. This improvement can be attributed to the terms containing the parameter $\Gamma$, appearing in Eqs. (4.41) - (4.44). Notice that these terms vanish for fully termalized ancillae. In other words, we can say that the thermal relaxation parameter $\Gamma$ helps to better encode the temperature in those states, furnishing us with information beyond what the populations of the thermal state typically offers [155]. Another important aspect, mentioned in Ref. [155], is that for large $\Gamma$, the ratio in Eq. (4.45) behaves as $\frac{\mathcal{F}}{\mathcal{F}_{t h}} \approx 1+\Gamma \bar{n} e^{-\Gamma}>1$. Thus, even though the ratio inevitably tends to unity for large temperatures, it is always advantageous to opt for this scheme, as long as an advantage over the thermal sensitivity is concerned.

Furthermore, the particular equations that we have obtained for the steady-state, and the corresponding QFI, are conditioned on the choice of ancillae which are initially on the ground-state. Other choices, such as ancillae prepared in the excited state, would yield different results. Notwithstanding, the qualitative conclusions and general considerations about the model are the same regardless of most input states that we choose for the probes. A careful consideration on this point has been given in Ref. [230], which further expands a few aspects from Ref. [155]. In particular, the authors obtain the optimal ancillae state with respect to the parameters of the model (including the temperature $T$ itself). One of their conclusions is that ancillae initialized in the ground state are either optimal, or at least nearly-optimal, for a wide-range of regimes. For that reason, in the upcoming chapter we will only consider ground-state ancillae and the analytical results above, since other choices offer no substantial differences.

## Chapter 5

## Bayesian quantum thermometry

Throughout this thesis we have become well aware of the conceptual and practical relevance of the quantum Fisher information as a central concept in quantum metrology and quantum estimation theory. Our concerns with optimality in chapter 4 revolved entirely around the calculation of the QFI for different models. In particular, we were interested in the suitability of a collisional model as a platform for quantum thermometry [155] and how its non-equilibrium configuration could be used to provide an advantage over the standard probe-based schemes, which was mainly quantified through the QFI. This type of examination is useful useful due to its universality: they provide important benchmarks and a global view of the problem, independent of the particular choice of estimators.

Nonetheless, the post-processing aspects are complementary and equally important. Those are vital when discussing concrete thermometry protocols and, as discussed earlier in chapter 2, maximum likelihood methods constitute the default choice as far as concrete estimators are concerned [232-234]. Moreover, further layers of complexity are introduced whenever physical constraints or symmetries of the problem are considered [119, 235]. ${ }^{1}$ In the grounds of quantum thermometry, concrete implementations and practical choices of estimators have been a concern in recent works and, as we discussed in Chapter 3, the Bayesian theory provides a very powerful framework in this sense [176, 236-238]. ${ }^{2}$ To the best of our knowledge, the first use of Bayesian estimation tailored

[^15]for quantum thermometry has been provided in Ref. [240] ${ }^{3}$, with many important and adjacent investigations following shortly after [24, 27, 28, 242-244].

Our objective in this chapter is to build a bridge between collisional quantum thermometry and bayesian inference. Bayesian estimation (BE) provides a very natural framework for a sequential updating schemes, where one is able to continuously update the state of knowledge about the temperature distribution in a experimentally friendly manner. From these, it is very simple to implement concrete estimators with the aid of the Bayesian tool set [24, 240]. This chapter concludes our investigations about estimation theory, quantum metrology and thermometry, encompassing original results of ours published in [245].

### 5.1 Ancilla-ancilla correlations

In Sec. 4.4 we summarized many of the physical features for collisional thermometry provided in Refs. [155] and [230]. However, an important point which was left off from the discussion in Sec. 4.4, pertains the non-local aspects of the model and the correlations between the ancillae. The interaction of the ancillae $A_{n}$ with the intermediate system $S$ will typically introduce correlations between them in varying degrees. To examine this point in more detail, let us consider a block $A_{i} \ldots A_{i+n}$ of $n$ ancillae which interact with $S$ after it reaches its steady state $\rho_{S}^{*}$. That is, in analogy with Eq. (4.42) for a single ancilla, consider intead the collective state:

$$
\begin{equation*}
\rho_{A_{i} \ldots A_{i+n}}=\operatorname{tr}_{S}\left\{\mathcal{U}_{S A_{i+n}} \circ \mathcal{E} \circ \ldots \circ \mathcal{U}_{S A_{i}} \circ \mathcal{E}\left(\rho_{S}^{*} \otimes \rho_{A}^{0} \otimes \ldots \otimes \rho_{A}^{0}\right)\right\} \tag{5.1}
\end{equation*}
$$

Remember that $\rho_{A_{i} \ldots A_{i+n}}$ is independent of $i$ due to the translational invariance of steadystate regime. Here, we have the freedom of choosing joint measurements of several ancillae, or even the whole block, at once. However, besides the experimental challenges, such type of measurement inevitably make the theoretical analysis more involved. For that reason, we focus on single-ancilla measurements instead. If we denote the set of POVMs
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Figure 5.1: A log-linear plot for the correlation between an ancilla and its $n$-th neighbor for different $S A$ coupling strengths. We take $T / \Omega=2$ and $\gamma \tau_{S E}=0.2$.
by $M_{X}$, with possible outcomes $X=0,1$, we can associate the pdf

$$
\begin{equation*}
P\left(X_{n}, \ldots, X_{1} \mid T\right)=\operatorname{tr}\left\{M_{X_{n}} \ldots M_{X_{1}} \rho_{A_{1} \ldots A_{n}}\right\} . \tag{5.2}
\end{equation*}
$$

with the state (5.1). For that reason, we use the mutual information, defined as:

$$
\begin{equation*}
I\left(A_{i}: A_{i+n}\right)=S\left(\rho_{A_{i}}\right)+S\left(\rho_{A_{i+n}}\right)-S\left(\rho_{A_{i} A_{i+n}}\right), \tag{5.3}
\end{equation*}
$$

where $S(\rho)=-\operatorname{tr}(\rho \ln \rho)$ is the von Neumann entropy, to quantify the correlations which can arise between different ancillae. We show the result in Fig. 5.1, plotting $I\left(A_{i}: A_{i+n}\right)$ as a function of $n$. We can observe that the correlations decay exponentially with each neighbor. Additionally, the rate at which they decay depends on the $S A$ decoupling, decaying faster for ancillae near the full-swap regime (where the correlations eventually vanish). Therefore, the pdf associated with the measurement of the ancillae can be written, to a good approximation, as

$$
\begin{equation*}
P\left(X_{n}, \ldots, X_{1} \mid T\right) \approx P\left(X_{n} \mid T\right) \ldots P\left(X_{1} \mid T\right) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
P\left(X_{i} \mid T\right)=\operatorname{tr}\left(M_{X_{i}} \rho_{A_{i}}\right) . \tag{5.5}
\end{equation*}
$$

We stress that such an approximation is not an requirement from a Bayesian point of view, but merely a simplification of the problem. For a brief discussion on how the correlations should be computed, consult Appendix B.

### 5.2 Numerical analysis

We can now introduce numerical apparatuses which will allow us to employ the Bayesian updating scheme for the collisional thermometry. The procedure here is very analogous to the examples discussed in chapter 3. Given the outcomes $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$, which are obtained by measuring the ancillae $A_{1}, \ldots, A_{n}$, we can update the state-of-knowledge about the temperature though the Bayes theorem:

$$
\begin{equation*}
P(T \mid \boldsymbol{X})=\frac{P(\boldsymbol{X} \mid T) P(T)}{P(\boldsymbol{X})} \tag{5.6}
\end{equation*}
$$

The prior is usually chosen either by mathematical convenience or by experimentalmotivations. An instance of the latter case is when one might be aware of typical experimental intervals, such as in, e.g., Bose-Einstein condensates [246], or even previous iterations of similar experiments. Since we are interested in a purely theoretical analysis, we shall focus on nearly-flat priors, which we shall define later on. In terms of figures of merit, we shall use the MSE and the BMSE, defined in Eqs. (2.8) and Eq. (3.20), respectively. For convenience, we rewrite them here, in terms of the temperature, as

$$
\begin{equation*}
\epsilon(\hat{T}(\boldsymbol{X}) \mid T)=\int(T-\hat{T})^{2} P(\boldsymbol{X} \mid T) d \boldsymbol{X} \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\epsilon_{B}(\hat{T}(\boldsymbol{X}))=\int \epsilon(\hat{T}(\boldsymbol{X}) \mid T) P(T) d T \tag{5.8}
\end{equation*}
$$

Likewise, we will also pick the Bayesian average from Eq. (3.21) as our estimator of choice, which minimizes the BMSE (3.20), in the mean-square sense:

$$
\begin{equation*}
\hat{T}(\boldsymbol{X})=\int T P(T \mid \boldsymbol{X}) d T \tag{5.9}
\end{equation*}
$$

We further stress that the posterior loss (3.34) is sometimes regarded as the fully Bayesian
error, due to the fact that it is conditioned on the actual realization of the experiment, so this is a quantity which might be of great interest for the experimenter whenever concrete data is available. We also mention the MAP estimator (3.23) as an equally simple alternative, or even the median estimator, defined in Eq. (3.23), as a further option. However, the problem with the latter is that the numerical computation for the median is less straightforward than the other two choices. It is not our objective here to dwell into such technical discussions regarding the estimators themselves. A very through investigation regarding how different Bayesian estimators - and also different priors - can be used in the collisional thermometry scheme has been done in [24]. The authors also give a very special care to uninformative priors in this context.

While more efficient methods might be available, we describe our procedures for numerically simulating Eqs. (5.6) - (5.8). Our objective is to sequentially compute the posterior (5.6) from a set of $n$ random outcomes $\mathbf{X}$, with the possibility of easily updating the distribution as new data arrives [236, 247]. Additionally, we also need to be able to compute any other corresponding quantities, such as the moments of the distribution. However, two complications pop up in regard to a naive numerical implemementation: we have to deal both with a large number of multiplying probabilities in $P\left(X_{1} \mid T\right) \ldots P\left(X_{n} \mid T\right)$ and with the computation of the normalization factor $P(\boldsymbol{X})=\int P(\boldsymbol{X} \mid T) P(T) d T$ from Eq. (5.6).

We start by discretizing the interval of interest $\left[T_{\min }, T_{\max }\right]$ into $N_{T}$ points $T_{k}$. Here we denote the lower and upper cutoffs by $T_{\min }$ and $T_{\max }$, respectively. By doing so, the prior distribution is discretized into a distribution $P_{k}$ into an analogous manner. Similarly, we can discretize the log-likelihood as

$$
\begin{equation*}
L_{k n}=\sum_{i=1}^{n} \ln P\left(X_{i} \mid T_{k}\right) \tag{5.10}
\end{equation*}
$$

Using the log-likelihood here instead of the standard likelihood provides a stable countermeasure against the increasingly smaller probabilities. For practical purposes, we can also visualize $L_{k n}$ as a matrix (or a grid) of dimensions $N_{T} \times n$. For instance, $L_{k, 3}$ describes the $\log$-likelihood of the string $X_{1}, X_{2}, X_{3}$. Also notice how $L_{k n}=L_{k, n-1}+\log P\left(X_{n} \mid T_{k}\right)$, which can be incremented sequentially with each new piece of data. In this discretized
form, the Bayesian updating from Eq. (5.6) can now be written as

$$
\begin{equation*}
P_{k \mid n}=\frac{e^{L_{k n}} P_{k}}{\sum_{q} e^{L_{q n}} P_{q}} \tag{5.11}
\end{equation*}
$$

where $P_{k \mid n}$ is a shorthand for $P\left(T_{k} \mid X_{1} \ldots X_{n}\right)$.
Furthermore, by defining and using the max of the $\log$-likelihood at each $n$, as $L_{n}^{\max }=$ $\max _{k} L_{k n}$, we circumvent the numerical instabilities. Namely, we rewrite Eq. (5.11) as

$$
\begin{equation*}
P_{k \mid n}=\frac{e^{L_{k n}-L_{n}^{\max }} P_{k}}{\sum_{q} e^{L_{q n}-L_{n}^{\max }} P_{q}} \tag{5.12}
\end{equation*}
$$

This modification ensures that the most likely events will have the best numerical precision. By doing so, Eq. (5.12) assumes the form

$$
\begin{equation*}
P_{k \mid n}=\frac{P_{k n}}{\sum_{q} P_{q n}} \tag{5.13}
\end{equation*}
$$

where $P_{k n}=e^{L_{k n}-L_{n}^{\max }} P_{k}$ can be interpreted as a grid of dimensions $N_{T} \times n$, which is readily constructed from the log-likelihood matrix $L_{k n}$ and the vector $P_{k}$ which describes the discretized prior.

This procedure allows us to readily compute any interest quantity of interest from the numerical posterior. In particular, the BA (5.9) is given by:

$$
\begin{equation*}
\hat{T}_{n}=\sum_{k} T_{k} P_{k \mid n} \tag{5.14}
\end{equation*}
$$

We can obtain the MSE [Eq. (5.7)] by sample averaging the square error by $\left(\hat{T}_{n}-T_{0}\right)^{2}$ over multiple realizations, where we draw the vector $\mathbf{X}$ according the likelihood $P(\mathbf{X} \mid T)$, that is: $\mathbf{X} \sim P(\mathbf{X} \mid T)=P\left(X_{n} \mid T\right) \ldots P\left(X_{1} \mid T\right)$. Meanwhile, we obtain the BMSE (5.8) in a similar manner, but with an extra step where we generate the data $\mathbf{X}$ from the likelihood $P(\mathbf{X} \mid T)$ by randomly sampling the temperature $T$ from the prior $P(T)$.

### 5.3 Bayesian estimation and collisional thermometry

We are finally equipped with all the tools necessary for applying the Bayesian framework into collisional thermometry. As we have mentioned, choosing an appropriate prior is a very extensive topic in Bayesian inference [58], specially when physical considerations or further constraints are taken in to account [24, 235, 240, 241]. Since we are interested in generic non-equilibrium scenarios and in numerical simplicity, we choose near-flat prior over the interval $\left[T_{\min }, T_{\max }\right]$. More specifically, we employ [239]

$$
\begin{equation*}
P(T)=\frac{1}{\left(T_{\max }-T_{\min }\right)} \lambda_{\alpha}\left(\frac{T-T_{\min }}{T_{\max }-T_{\min }}\right) \tag{5.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{\alpha}(\theta)=\frac{e^{\alpha \sin ^{2}(\pi \theta)}-1}{e^{\alpha / 2} I_{0}\left(\frac{\alpha}{2}\right)-1}, \tag{5.16}
\end{equation*}
$$

and $I_{0}$ is the modified Bessel function of the first kind. A major reason for choosing this distribution lies in a technicality concerning the VTSB: the bound, in its standard form, does not hold for priors which do not vanish at the endpoints, such as the flat prior itself. Choosing the distribution (5.15) avoids this problem [112, 121]. Moreover, this prior very conveniently allows us to smoothly interpolate between flat and sharp distributions, without altering the endpoints. This can be done by changing $\alpha$, as shown on the inset of Fig. (c). The distribution is flat-like for $\alpha$ large and negative. Conversely, taking $\alpha>0$ results in increasingly sharper distributions.

We summarize the basic results in Fig. 5.2. We start by fixing the value of the true temperature $T_{0}$, which is then used to generate a string of random outcomes $X_{i}$ from the likelihood $P\left(X_{i} \mid T=T_{0}\right)$. We consider the system to be in the full-swap regime $g \tau_{S A}=\pi / 2$, so we obtain the steady from state (4.44). In this case, the likelihood reads

$$
\begin{equation*}
P\left(X_{i}=1 \mid T\right)=\frac{1-e^{-\Gamma}}{1+e^{\frac{\Omega}{T}}} \tag{5.17}
\end{equation*}
$$

when we perform measurements in the computational basis, which conveniently happen to be optimal for this class of states, as we discussed in Sec. 4.4. This also implies that the FI $F(T)$ associated with the likelihood above coincides with the QFI given in (4.45).

In Fig. 5.2 (a) we plot the posterior distribution $P\left(T \mid X_{1} \ldots X_{n}\right)$ [Eq. (5.12)]. The


Figure 5.2: Bayesian estimation for collisional thermometry. The true temperature was chosen as $T_{0} / \Omega=1.5$. (a) Density plot of the posterior $P\left(T \mid X_{1} \ldots X_{n}\right)$ [Eq. (5.12)]. (b) Same, but as a function of $T$, for select values of $n$. In both figures, the distribution is clearly seen to converge towards $T_{0}$ as $n$ increases. (c) Random realization of the BA (5.9), as a function of $n$. Inset: prior distribution (5.15), for $\alpha=-1$ (dotted), $\alpha=-10$ (dashed) and $\alpha=-100$ (solid). (d) MSE [Eq. (5.7)] for a single stochastic realization (gray), and averaged over multiple realizations (red). For large $n$ it converges to $1 / n F\left(T_{0}\right)$ (dotted), which saturates the CRB. All curves were plotted using $\gamma \tau_{S E}=0.4, g \tau_{S E}=\pi / 2$ and $\alpha=-100$. The temperature was discretized in steps of $N_{T}=500$, from $T_{\min }=0.05$ to $T_{\max }=5$. Caption from [245].
temperature is represented along the vertical axis, while the horizontal axis shows the number of measured ancillae. A similar visualization scheme for this sequential updating strategy has been given in Refs. [247] and [236], for problems in quantum metrology and open quantum systems. Meanwhile, Fig. 5.2 (b) plots the same results as a function of $T$ and for a few selected values of $n$. We can explicitly see how it gradually peaks around the true value of the parameter. Additionaly, we can also verify that it indeed starts to resemble a Gaussian for large $n$, with variance $1 / n F(T)$, as predicted by the Bernstein-von Mises theorem, discussed in Sec. 3.3 [Eq. (3.47)]. Similarly, in Fig. 5.2 (c) we explictly plot a stochastic realization of the estimator. The error associated with this particular realization of $\hat{T}(\boldsymbol{X})$ in is plotted as a gray curve in Fig. 5.2 (d). From these panels we can see how the estimator converges to the true vale of the temperature as
the number of measured ancillae increases (notice the log scale). Its average over multiple realizations $\boldsymbol{X}$ results in the MSE (5.7), plotted as the solid red line in Fig. 5.2 (d). We can explicitly observe that the estimator is asymptotically efficient, as the MSE eventually converges to $1 / n F\left(T_{0}\right)$, shown by the dotted line, saturating the CRB.

Another very important aspect is how well a protocol fares for different temperatures. Thus, in Fig. 5.3 (a) we plot the MSE for different values of $T_{0}$. The dashed lines highlight the asymptotic limit $1 / n F\left(T_{0}\right)$. We can see that the estimation is more accurate as the temperature decreases, which is attributed to the larger sensitivity on $T$ in the likelihood Eq. (5.5).

As we have thoroughly discussed in chapters 2 and 3, the MSE and the FI often depend on the very parameter being estimated. In the same manner, the MSE in Fig. 5.3 (a) depends on the unkown value of the temperature $T_{0}$. This is one of the situations where the Bayesian framework shines as a convenient tool. The BMSE $\epsilon_{B}$ from Eq. (5.8) gives us a more concise and global view of the problem, averaging


Figure 5.3: (a) MSE [Eq. (5.7)] for different values of $T$, averaged numerically over 3000 different trajectories. The dotted lines correspond to the CRB for the different temperatures shown in the legend. (b) We repeat the procedure in (a), averaging the MSE over 500 trajectories and also over the prior distribution (5.15), obtaining the BMSE [Eq. (5.8)]. The integral over the prior is also performed numerically through a temperature discretization with $N_{T}=150$. We also show the asymptotic limit defined in (3.48) (dot-dashed). Other parameters are the same as in Fig. 5.2. Caption from [245]. the accuracy of the protocol over the range [ $\left.T_{\min }, T_{\max }\right]$ of temperature, which is independent of particular value of the parameter being estimated. This is shown in Fig. 5.3 (b).

We also compare this curve for the BMSE with the VTSB (3.46), depicted by the gray region in Fig. 5.3 (b). Notice, for reasons pointed in Sec. 3.3, that the bound is not saturated, even in the asymptotic limit. Instead, the BMSE converge to the average
(over the prior) of the reciprocal FI, per Eq. (3.48). In other words, the dashed line in Fig. 5.3 (b) to which the BMSE converges is simply an average of the lines depicting the CRB in Fig. 5.3 (a), but averaged over the prior. We could say that the asymptotic value of the Bayesian MSE is, in a sense, described as an "expected" Cramér-Rao bound. Therefore, computing the asymptotic BSME will gives a succinct and sufficiently global view of the aspects of this scheme henceforth. More specifically, we can investigate the behavior of $\epsilon_{B}$ for large $n$ as we change the system parameters.

With that in mind, we plot the asymptotic value of the BMSE from Eq. (3.48) in Figs. 5.4 (a) and (b). In the panel (a) we describe the asymptotic accuracy of the protocol as a function of $\gamma \tau_{S E}$ for different values of the $S A$ coupling. Naturally, since we are employing a Bayesian figure of error here, this plot is independent of the temperature, and what we have here is an average behavior (with respect to the prior). What is relevant in this case is the temperature interval, that is, the cutoff in the temperatures $T_{\min }$ and $T_{\max }$, and also the prior. A smaller value of $\mathbb{E}_{P}[1 / n F]$ results in a more accurate estimation, as seen in the asymptotic behavior of the BMSE, described in Eq. (3.48). Very interestingly, this plot shows us that (i) increasing $g \tau_{S A}$ always yields better results and also that (ii) the accuracy ultimately depends on the value of $\gamma \tau_{S E}$. The latter has also been briefly discussed in Ref. [24].

As we mention above, the achievable precision - in the Bayesian sense - depends on the prior and the chosen interval. Here we try to establish an relationship between the parameters of the model and temperature cutoff. In Fig. 5.4 (b) we plot $\mathbb{E}_{P}[1 / F]$ as a function of the $S E$ coupling, considering a symmetric interval from $T_{\min }=T_{0}-\delta$ to $T_{\max }=T_{0}+\delta$, centered at $T_{0} / \Omega=1.5$ for different values of $\delta$. That is, $2 \delta$ can be interpreted as the "interval width".

We can see that in either panel, the optimal value of $\gamma \tau_{S E}$ depends on the other parameters of the model, such as $g \tau_{S A}$ and the interval in consideration. In particular, we can notice from this plot that larger intervals are more sensitive to $\gamma \tau_{S E}$ : the optimal regime is narrower, and the error quickly increases with sub-optimal choices. For larger intervals, we should tune $\gamma \tau_{S E}$ to smaller values in order to achieve the optimal regime. Conversely, we can notice that as the interval narrows, we recover the results found for the a deterministic temperature $T_{0}$, in the same spirit of Fig. 4.9 (a) from the previous


Figure 5.4: (a) We plot the expectation in the RHS of Eq. (3.48) as a function of $\gamma \tau_{S E}$ considering the same temperature range $\left[T_{\min }, T_{\max }\right.$ ] from Fig. 5.2. (b) We fix the SA coupling in the full swap regime $g \tau_{S A}=\pi / 2$ and plot Eq. (3.48) for different temperature intervals. Note how the minima shifts to the left as $\delta$ increases. (c) We plot the optimal value of $\gamma \tau_{S E}$ as we increase the size of the interval $\left[T_{0}-\delta, T_{0}+\delta\right]$. We also show the optimal value (dashed) for $F\left(T_{0}\right)$ at the particular temperature $T_{0} / \Omega=1.5$. The diamond symbol hightlights the minimum for $\delta=1$. The prior used here is also given by Eq. (5.15), with $\alpha=-100$, but the endpoints are changed as described above. Caption from [245].
chapter. For instance, notice from Fig. 5.4 (c) how the optimal parameters continuously decrease as $\delta$ increases. We also mention that it is known that the optimal value of $\gamma \tau_{S E}$, in terms of the QFI and the FI, actually depends on the temperature itself [24], so this is one of the scenarios where an adaptative stragegy could shine: by continuously performing measurements and updating the state-of-knowledge about the temperature $T$, the coupling parameter $\gamma \tau_{S E}$ could also be changed accordingly. In that sense, the work done in Ref. [231] provides a very clever implementation. There, the authors employ an stochastic interaction time $\tau_{S E}$ between the system and the environment. ${ }^{4}$ By doing so, one can obtain a better regime of operation for a broader range of parameters. This might also avoid the necessity of being certain of the particular value of the parameter. Thus, while there might be some loss with respect to a deterministic QFI, by employing random collision times we average out, in a sense, the sub-optimal effect of being unaware of the exact temperature of the bath and the best choice of parameters.

The current discussion showcases how the BMSE might be helpful in the optimization of thermometry protocols. As we have made clear in Chapters 2 and 3, and also with Fig. 5.3 in the current problem, the Fisher information and the CRB both depend on the

[^17]unknown temperature of the bath. Moreover, as shown in Fig. 5.4, this temperature dependence is also true for the optimal values of $\gamma \tau_{S E}$ and $g \tau_{S A}$. This lead us to a conundrum, where the optimal configuration of the protocol depends on the very parameter we are trying to estimate. This is a hurdle which was similarly made clear in Ref. [230] in regard to the optimization of the probe states. The Bayesian frameworks avoids this problem with an alternative formulation, focusing on an entire range of temperatures, whose likelihood is quantified by the prior $P(T)$. In this sense, we can also see the prior as quantifying a certain "degree of importance" to different temperatures: when calculating the BMSE and the optimal parameters, greater consideration is given to temperatures in which the system is more likely to be found. If the system is unlikely to be found at a certain interval of temperatures, there is no reason to take it into much consideration when performing any type of optimization. Additionally, this scenario also makes clear why the BMSE might also be called a preposterior error: it is a quantity of special importance before any experimental run is performed (hence, when the posterior distribution and any information which might come with it, is unavailable). When the parameter is unknown and no data is available, it makes sense to use the BMSE: it is a figure of merit which averages out over all the possible experiments, by integrating over all the possible values of $T$ (weighted by the prior) and also over all the possible stochastic realizations (weighted by their likelihood). This is a scenario where we are yet to acquire any experimental data and where no knowledge about T, besides what is contained within the prior, is present. Thus, this type of analysis might be very valuable from an experiment design point of view and for optimization purposes (in the Bayesian sense), as also discussed in Refs. [240] and [24]. Hence, by focusing on the asymptotic BMSE ( $n \rightarrow \infty$ ), as compared to the asymptotic MSE $1 / n F(T)$, we were able to show in Fig. 5.4 how the BMSE in Fig. 5.3 (b) can be optimized over $\gamma \tau_{S E}$ and $g \tau_{S A}$, to yield a strategy which is good for the entire temperature range. Therefore, even though the temperature is in principle unknown, the Bayesian approach provides us with a strategy which, while possibly sub-optimal for a given temperature, will work well on average, avoid more situations where the estimation is too imprecise.

### 5.4 Effect of noisy probes

We conclude our investigations by discussing the effect of noisy ancillae in the protocol. Initially we assumed an ideal scenario where one has perfect control over the probe state. Now we further generalize our approach to the context where the observer cannot always initialize the ancilla in the desired state. For concreteness, we first begin with a scenario where we assume that the ancillae are initialized in a thermal state, investigating how the temperature of the probes affect the asymptotic precision of the estimation, in the same spirit of Fig. 5.4. In this more general scenario, the likelihood now assumes the form

$$
\begin{equation*}
P_{T_{P}}\left(X_{i}=1 \mid T\right)=\frac{e^{-\Gamma}}{1+e^{\frac{\Omega}{T_{p}}}}+\frac{1-e^{-\Gamma}}{1+e^{\frac{\Omega}{T}}} \tag{5.18}
\end{equation*}
$$

instead, replacing Eq. (5.17). As a consequence of the linearity of the stroboscopic channel [Eq. (4.40)], the resulting likelihood for the thermalized probe is a convex combination of the likelihood associated with ancillae initialized in the states $|0\rangle\langle 0|$ and $|1\rangle\langle 1|$, weighted by their Gibbs probabilities [Eq. (4.36)]. Furthermore, the convexity of the FI [251] implies that the resulting precision will be smaller for noisy probes, when compared to ideal probes initialized in the ground state.

A quantitative description can be given in terms of the asymptotic value of the Bayesian error given by Eq. (3.48), in the same vein of Fig. 5.4. We first calculate the asymptotic


Figure 5.5: (a) We plot the Fisher information of the likelihood in Eq. (5.18) for different values of $T_{p}$. (b) We calculate the ratio between the asymptotic Bayesian risk (3.48) obtained by integrating the FI in (a), from $T_{\min }=0.1$ to $T_{\max }=5$ and the asymptotic Bayesian risk for $T_{p}=0$. All the other parameters are the same as in Fig. 5.2. Caption from [245].


Figure 5.6: Bayesian MSE (5.8) calculated for outcomes generated from the likelihood in Eq. (5.19) for different values of $q$. This type of bias introduces a systematic error; the Bayesian risk initially decreases with a $1 / n$ scaling but eventually saturates, since the estimation converges to a wrong value of temperature. All the other parameters in the simulation are the same as in Fig. 5.2. Caption from [245].
error for ground-state ancillas, which we denote by $\mathbb{E}_{0}$. This quantity can be obtained from the ideal FI given by Eq. (4.45). In Fig. 5.5 (a) we show how the Fisher information $F(T)$ depends on the temperature $T_{p}$ of the probe. Meanwhile, in panel (b) we show how much precision is lost for non-ideal probes, i.e., we calculate the ratio between the asymptotic factors $\mathbb{E}_{T_{p}}[1 / F]$ and $\mathbb{E}_{0}$ as a function of the probe temperatures.

We finish by analyzing a second, but similar, scenario: we are interested in what happens when there is an uncertainty, or systematic error, in the preparation of the ancillae. Namely, the ancillae prepared either in the states $|0\rangle\langle 0|$ and $|1\rangle\langle 1|$ with classical probabilities $q$ and $1-q$, respectively, but the experimenter is unaware of their value. Mathematically, this scenario is described by the likelihood

$$
\begin{equation*}
P\left(X_{i} \mid T\right)=q P\left(X_{i} \mid T, \rho_{A, 0}\right)+(1-q) P\left(X_{i} \mid T, \rho_{A, 1}\right), \tag{5.19}
\end{equation*}
$$

where $\rho_{A, k}=|k\rangle\langle k|$, with $k=0,1$. Nevertheless, the estimation is still performed with respect to the ideal model from Eq. (5.17). In other words, what we are describing here is a scenario where we perform inference using an incorrect, or imprecise, model. This introduces a persistent error into the estimation, as we show in Fig. 5.6. Since the
experimenter is not using the proper model for the likelihood, the resulting estimation diverges from the correct parameter. The error eventually saturates at a certain value, which will correspond to the difference between the true value $T_{0}$ of the temperature and the temperature one would get from the ideal likelihood (5.17) for a given realization $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$.

## Part II

## Time-optimal holonomic quantum computation

## Chapter 6

## Geometrical phases in quantum

## mechanics

During the mid-twentieth century, Ehrenberg and Siday [252, 253], and later on Aharanov and Bohm [254, 255], were responsible for laying the groundwork [256] for some of the most influential results on non-local aspects of quantum theory during the earlier days of QM. These pioneering investigations were fundamental to Berry's seminal work [257], where he showed the physical consequences of adiabatic geometrical phases (GP) and how they arise in quantum mechanical systems. ${ }^{1}$ Further advancements were made by Wilczek and Zee, in a generalization to the degenerate case, showing how a non-Abelian structure emerges. A few years later, important contributions by Aharonov and Anandan [262,263] also came out, further expanding upon the non-Abelian geometric phase from Wilczek and Zee [264] to the non-adiabatic case. In this section, we briefly review the results by Berry, Aharonov and Anandan. Later on, their results will be important for us in order to motivate the construction of geometric quantum gates. For a review on GPs in quantum information, see [265, 266]. A rigorous formulation of GPs in terms of differential geometry is given in [267].
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### 6.1 The Berry phase

The Berry phase is a geometrical phase which can emerge when the system evolves adiabatically, i.e., when the Hamiltonian changes very slowly. By doing so, the evolution in the Hilbert space follows the instantaneous eigenstates of the Hamiltonian. We discuss an example of this regime in Fig. 6.1.

More concretely, let us consider a Hamiltonian $H(\mathbf{R}(t))$ which depends on a vector of parameters $\mathbf{R}(t)=\left(R_{1}, R_{2}, \ldots\right)$. Initially, we also consider a non-degenerate case. The eigenstates $|n(\mathbf{R}(t))\rangle$ of this Hamiltonian will naturally depend on the parameters:

$$
\begin{equation*}
H(\mathbf{R}(t))|n(\mathbf{R}(t))\rangle=\epsilon_{n}(\mathbf{R}(t))|n(\mathbf{R}(t))\rangle \tag{6.1}
\end{equation*}
$$

According to the adiabatic theorem, a state which is initially the $n$-th eigenstate of $H$,

$$
\begin{equation*}
\left|\psi_{n}(0)\right\rangle=|n(\mathbf{R}(0))\rangle, \tag{6.2}
\end{equation*}
$$

will evolve into the instantaneous eigenstate of $H$ at a later time $t$, that is

$$
\begin{equation*}
\left|\psi_{n}(t)\right\rangle=c_{n}(t)|n(\mathbf{R}(t))\rangle \tag{6.3}
\end{equation*}
$$

given that the evolution is sufficiently slow. In this sense, the time scale is defined by the inverse of the energy gap between the energy of the $n$-th state and the neighboring states; a valid adiabatic regime requires an increasingly slower process the smaller the gap. In this regime, we can establish an useful relationship between the path in the parameter space and a path in the Hilbert space of the wave functions. The coefficient in Eq. (6.3) can be written as

$$
\begin{equation*}
c_{n}(t)=e^{i \gamma_{n}(t)} \exp \left\{\left[-i \int_{0}^{t} d t^{\prime} \epsilon_{n}\left(t^{\prime}\right)\right]\right\}, \tag{6.4}
\end{equation*}
$$

which is the main result of the adiabatic theorem [268]. The second factor in the equation above is called the dynamical phase [268]. Our object of interest, however, is precisely $\gamma_{n}$, which is known as the geometric phase. We will show why it takes this name very shortly. By plugging the equation above and Eq. (6.3) into the Schrödinger equation


Figure 6.1: Adiabatic and non-adiabatic dynamics of an infinite potential well. In this example we illustrate how the wave function evolves under two different scenarios for an infinite potential well by doubling its width. Consider that the w.f. is initially in the ground-state. When the width $a$ of the well is increased adiabatically, the w.f. follows the instantaneous ground-state of the well, preserving its trigonometric form. In the nonadiabatic scenario where the width suddenly changes, we get a much more complicated solution, which is a combination of several eigenstates.
$i \hbar \frac{d}{d t}\left|\psi_{n}\right\rangle=H(\mathbf{R}(t))\left|\psi_{n}\right\rangle$, we get, after taking the inner product with $\langle\psi(t)|$ [269]:

$$
\begin{equation*}
\gamma_{n}(t)=i \int_{0}^{t} d t^{\prime}\left\langle n\left(\mathbf{R}\left(t^{\prime}\right)\right)\right| \frac{d}{d t^{\prime}}\left|n\left(\mathbf{R}\left(t^{\prime}\right)\right)\right\rangle \tag{6.5}
\end{equation*}
$$

The geometrical aspect of the above equation becomes evident if we make one further modification. By using the chain rule to write

$$
\begin{equation*}
\frac{d}{d t}|n(\mathbf{R}(t))\rangle=\nabla_{\mathbf{R}}|n(\mathbf{R}(t))\rangle \cdot \frac{d \mathbf{R}}{d t} \tag{6.6}
\end{equation*}
$$

we may recast Eq.(6.5) as

$$
\begin{equation*}
\gamma_{n}(t)=\int_{C} \mathcal{A}^{n}(\mathbf{R}) \cdot d \mathbf{R} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}^{n}(\mathbf{R})=i\langle n(\mathbf{R})| \nabla_{\mathbf{R}}|n(\mathbf{R})\rangle \tag{6.8}
\end{equation*}
$$

is called the Berry connection. This result is remarkable because it reveals a novel interpretation of $\gamma_{n}$. This phase is not an explicit function of the time, but rather, it depends only on the path $\mathbf{C}$ of $\mathbf{R}$ in the parameter space, irrespective of the dynamical details of the evolution (see Fig. 6.2). For instance, it is irrelevant, from the point of view of the GP, the rate at which the path C in the parameter space is traversed, as long as the adiabatic regime is valid. Hence, this is the origin of the term geometric phase.

One important detail is that this phase is, in general, not gauge invariant. If we change the eigenstate by a phase $\delta(\mathbf{R})$, a change in the Berry connection (6.8) also incurs:

$$
\begin{equation*}
|n(\mathbf{R})\rangle \rightarrow e^{\delta(\mathbf{R})}|n(\mathbf{R})\rangle \Longrightarrow \mathcal{A}^{\mathbf{n}}(\mathbf{R}) \rightarrow \mathcal{A}^{\mathbf{n}}(\mathbf{R})-\nabla_{\mathbf{R}} \delta(\mathbf{R}) . \tag{6.9}
\end{equation*}
$$

This results in a phase change which depends on the endpoints of this gauge, in other words:

$$
\begin{equation*}
\gamma_{n} \rightarrow \gamma_{n}+\delta(\mathbf{R}(0))-\delta(\mathbf{R}(t)) \tag{6.10}
\end{equation*}
$$

A important observation which can be made here [257] is that cyclic adiabatic processes in the parameter space, i.e., evaluations for which $\mathbf{R}\left(t_{\text {end }}\right)=\mathbf{R}(0)$, dispel the gaugedependence in the geometrical phase, unambiguously defining a Berry connection for this cyclic evolution:

$$
\begin{equation*}
\gamma_{n}(t)=\oint \mathcal{A}^{\mathbf{n}}(\mathbf{R}) \cdot \mathrm{dR} . \tag{6.11}
\end{equation*}
$$

The geometrical interpretations of this result are even more far reaching. For instance, one may notice that the Berry connection, due to its gauge properties, is strongly analogous to the vector potential of a magnetic field. It is also possible to define a Berry curvature, which is a tensor constructed from the Berry connection. This allows us to use Stokes' theorem to express the geometrical phase (6.11) in terms of the


Figure 6.2: A closed path $C$ in the parameter space. area enclosed by the loop in the parameter space [269].

In Fig. 6.3 we show a purely geometrical analogy of this phenomenon. For that, we can picture the following scenario: a flag is put up very close to the north pole of a sphere, pointing south. Afterwards, we carry this flag along a closed path on the sphere, always making sure that it points south. More rigorously, we say that the object is being parallel transported, i.e., we perform no local rotations [42]. Upon returning to the initial point in the north pole, the flag will acquire an azymuthal angle which is proportional to the solid angle $\Omega$ enclosed by the path. Since no local rotations were performed throughout the process, the resulting rotation is an effect which is completely due to the curvature of the


Figure 6.3: Illustration of the geometrical consequences of the transport of a vector on curved surfaces.
surface.
Geometrical phases in quantum mechanics are typically discussed in terms of more abstract and higher dimensional spaces, so this description should be seen as a motivation for the problem and as a pedagogical analogy with a clear geometric visualisation of the effect, and not as a complete or rigorous description [270]. An analogous formulation for classical physics, which is more akin to this illustration, was given in terms of action-angle variables by J. H. Hannay [271], as an extension to Berry's result. There, as an example, he discusses a spinning symmetric top, in order to explain the distinction between the two contributions to the rotation: one of them being due to the angular velocity of the top, and the other one being due to the geometrical contribution of the curved surface of the earth. Nevertheless, in the next session we will see a result in quantum mechanics for a two-level system in terms of the Bloch sphere, which, in the same spirit as Fig. 6.3, can also be easily visualized.

### 6.2 Non-adiabatic geometrical phases

A natural question which arises from Berry's framework is whether a similar result holds for a non-adiabatic evolution. Built upon Berry's work and also on the Wilczek-Zee phase, which is a previous generalization of the BP for the degenerate case, it was shown that it is possible to obtain a non-adiabatic non-Abelian geometrical phase [262, 263] under certain conditions. This result will be vital for the construction of quantum gates later on, as we shall see.

Our objective in this section is to follow the approaches in [262] and [263] to obtain a closed form expression for the desired non-adiabatic non-Abelian geometrical phases. We begin by addressing the non-adiabatic (but Abelian) phase studied in [262]. This approach is slightly more general in the sense that we consider the Hilbert space $\mathcal{H}$ (with $\operatorname{dim} \mathcal{H}=$ $n$ ) and its projective space of rays, i.e. the set of rays $\mathcal{P}$ (with $\operatorname{dim} \mathcal{P}=n-1$ ) defined by the projection map $\Pi: \mathcal{H} \rightarrow \mathcal{P}$ with $\Pi(|\psi\rangle)=\left\{\left|\psi^{\prime}\right\rangle:\left|\psi^{\prime}\right\rangle=c|\psi\rangle\right.$, s.t. $\left.c \in \mathbb{C}\right\}$, as we illustrate in Fig. 6.4. In short, what Aharonov and Anandan did was to show that it is possible to compute a geometrical phase for all cyclic evolutions, not only the adiabatic ones [262, 263]. Therefore, this framework encompasses other well known special cases, such as the Berry phase, periodic dynamics (such as the precession of a particle in a constant magnetic field) and so on.

Trying to analyze Berry's phase and the trajectory of the state in the parameter space for a system with a degenerate subspace is one of the examples which illustrate why this new approach can be seen as more general. Curves in the parameter space, presented in the previous section, can show a certain redundancy in this case, since for a degenerate part of the eigenspace the curve in the projective Hilbert space will simply be a point in the parameter space [263]. This dynamics nevertheless still describes a proper loop in the space of rays $\mathcal{P}$, which is associated to a non-trivial geometrical phase.

More concretely, let us start by considering a normalized state $|\psi(t)\rangle \in \mathcal{H}$ which evolves according to the Schrödinger equation

$$
\begin{equation*}
H(t)|\psi(t)\rangle=i \hbar \frac{d}{d t}|\psi(t)\rangle \tag{6.12}
\end{equation*}
$$

up to a time $\tau$, which satisfies $|\psi(\tau)\rangle=e^{i \phi}|\psi(0)\rangle$. This evolution defines an arbitrary


Figure 6.4: Schematic diagram of the Hilbert space and the ray space $\mathcal{P}$. The open path $\hat{C}$ in the Hilbert space and the closed loop $C=\Pi(\hat{C})$ in the projective space are both shown in the figure.
curve $\hat{C}$ in the Hilbert space $\mathcal{H}$. In the ray space $\mathcal{P}$ however this represents a closed loop $C=\Pi(\hat{C})$.

Now, define a state $|\bar{\psi}(t)\rangle=e^{-i f(t)}|\psi(t)\rangle$ with $f(\tau)-f(0)=\phi$. The evolution will be cyclic in the ray space since $|\bar{\psi}(\tau)\rangle=|\bar{\psi}(0)\rangle$, and the SE yields:

$$
\begin{equation*}
\frac{d f}{d t}=\langle\bar{\psi}(t)| i \frac{d}{d t}|\bar{\psi}(t)\rangle-\frac{1}{\hbar}\langle\psi(t)| H|\psi(t)\rangle . \tag{6.13}
\end{equation*}
$$

By defining

$$
\begin{equation*}
\beta \equiv \phi+\frac{1}{\hbar} \int_{0}^{\tau} \frac{1}{\hbar}\langle\psi(t)| H|\psi(t)\rangle d t \tag{6.14}
\end{equation*}
$$

we can integrate Eq. (6.13) to obtain:

$$
\begin{equation*}
\beta=\int_{0}^{\tau}\langle\bar{\psi}(t)| i \frac{d}{d t}|\bar{\psi}(t)\rangle d t . \tag{6.15}
\end{equation*}
$$

This identity shows that the phase $\beta$ is purely geometrical and depends only on the curve $C$ in $\mathcal{P}$ : $\beta$ is independent of both $\phi$ and $H$. Moreover, $H(t)$ can even be chosen in an alternative way such that the dynamical term in (6.14) vanishes. Note how no approximations were made here, and the expression for the phase $\beta$ is exact: the evolution needs not to be slow neither the state $|\psi(t)\rangle$ needs to be an eigenstate of $H(t)$. As a side note, we can also check that by taking $|\bar{\psi}(t)\rangle \approx|n(t)\rangle$ we recover Berry's result (6.5), where $|n(t)\rangle$ corresponds to an instantaneous eigenstate of $H(t)$.

If one is interested in measuring the geometrical phase (6.14), a few strategies are possible. One may tune $H$ in such a way that the second term in Eq. (6.14) is zero, i.e. effectively eliminating the dynamical contribution from the phase, so that $\phi$ becomes purely geometrical. Another possible strategy is to evolve two different states such that their dynamical part is the same, so the geometrical phase (difference) can be measured through $\phi_{1}-\phi_{2}=\beta_{1}-\beta_{2}$.

An interesting example is the periodic evolution of a qubit subject to a constant magnetic field in the z-direction, given by $H_{B}=-\Omega \sigma_{z}$, where $\Omega=\mu B$, with $\mu$ as the


Figure 6.5: Loop $C$ on the Bloch sphere for the periodic evolution of a qubit under a constant magnetic field. The geometrical phase acquired by the qubit corresponds to half the value of the solid angle $\Omega$ associated with the loop.
magnetic moment and $B$ as the strength of the magnetic field. Consider an initial state of the form $|\psi(t)\rangle=\cos (\theta / 2)|0\rangle+\sin (\theta / 2)|1\rangle$. At a later time $t$ the wave function will be $|\psi(0)\rangle=e^{i \Omega t / \hbar} \cos (\theta / 2)|0\rangle+e^{-i \Omega t / \hbar} \sin (\theta / 2)|1\rangle$. The period of the evolution is $\tau=\pi \hbar / \Omega$. By direct evaluation we can see that $|\psi(\tau)\rangle=-|\psi(0)\rangle$ and $\phi=\pi$. Thus, by solving the integral in Eq. (6.14) we get:

$$
\begin{equation*}
\beta=\pi(1-\cos \theta) . \tag{6.16}
\end{equation*}
$$

A noteworthy property of this example is that the geometrical phase corresponds to half the angle enclosed by the loop on the Bloch sphere [257, 262]. This example is thus clarifying because this description in terms of the Bloch state helps us visualize what is happening geometrically. However, as we have stressed before, what is really important is the loop in the ray space $\mathcal{P}$, and not the path on the Bloch sphere itself, as this intuitive interpretation in terms of the Bloch sphere is a very particular property of our model and does not hold for all cyclic evolutions (just as the loop in the parameter space for the Berry phase is also just a particular case of a more general result).

### 6.3 Non-adiabatic non-abelian geometrical phases

We can now extend this result to the non-Abelian case, following the steps from [263]. Consider a $n$-dimensional subspace $V_{n}(t)$ of $\mathcal{H}$. We shall consider that evolution is cyclic so this subspace is the same for the endpoints of the dynamics, i.e., $V_{n}(0)=V_{n}(\tau)$. Now, consider a decomposition $H=V_{n}(t) \oplus V_{m}(t)$ of the Hilbert space into two subspaces of dimension $n$ and $m$, respectively. As we will see later, this type of division can be really natural. For example, in several applications, such as one we will choose in subsequent sections, the computational space of the qubits is just a subspace of a larger Hilbert space, which may include auxiliary states into the implementation of a quantum gate. Another common application occurs when $V_{n}$ is a degenerate eigenspace of $H$, such as it happens in the Wilczek-Zee phase [264].

Now, consider two orthonormal bases. First a basis $\left\{\left|\bar{\psi}_{a}(t)\right\rangle, a=1, \ldots, n\right\}$ of $V_{n}$ which satisfies the cyclic condition $\left|\bar{\psi}_{a}(\tau)\right\rangle=\left|\bar{\psi}_{a}(0)\right\rangle$. And second, a basis $\left\{\left|\psi_{a}(t)\right\rangle, a=\right.$
$1, \ldots, n\}$ which follows the SE:

$$
\begin{equation*}
i \hbar \frac{d}{d t}\left|\psi_{a}(t)\right\rangle=H\left|\psi_{a}(t)\right\rangle . \tag{6.17}
\end{equation*}
$$

Both bases initially coincide: $\left|\bar{\psi}_{a}(0)\right\rangle=\left|\psi_{a}(0)\right\rangle$. These two bases will be related by a unitary matrix:

$$
\begin{equation*}
\left|\psi_{a}(t)\right\rangle=\sum_{b=1}^{n} U_{b a}(t)\left|\bar{\psi}_{b}(t)\right\rangle . \tag{6.18}
\end{equation*}
$$

By inserting the previous equation into Eq. (6.17) we obtain an explicit form for the unitary, given by:

$$
\begin{equation*}
\boldsymbol{U}(t)=\mathcal{T} \exp \left\{\left(\int_{0}^{t} i(\boldsymbol{A}-\boldsymbol{K}) d t\right)\right\} \tag{6.19}
\end{equation*}
$$

Here $\mathcal{T}$ is the time-ordering operator, $K_{a b}=(1 / \hbar)\left\langle\bar{\psi}_{a}\right| H\left|\bar{\psi}_{b}\right\rangle$ corresponds to the dynamical part of evolution and $A_{a b}=i\left\langle\bar{\psi}_{a}\right| d / d t\left|\bar{\psi}_{b}\right\rangle$ corresponds to the geometrical part of the evolution. To see this, note that $A_{a b}$ does not depend on $H$, but rather, only on the structure of the Hilbert space, i.e., it can be computed entirely from the basis $\left|\bar{\psi}_{a}(t)\right\rangle$.

Investigating how $A_{a b}$ transforms further clarifies its nature. By choosing a different basis $\left|\bar{\psi}^{\prime}\right\rangle=\boldsymbol{\Omega}|\bar{\psi}\rangle$, where $\boldsymbol{\Omega}$ is a unitary, we can see that the two matrices transform as:

$$
\begin{equation*}
A \rightarrow i \Omega^{\dagger} \dot{\Omega}+\Omega^{\dagger} A \Omega, \quad K \rightarrow \Omega^{\dagger} K \Omega \tag{6.20}
\end{equation*}
$$

showing once again that $\boldsymbol{A}$ transforms as a vector potential and $\mathcal{A}=i\left\langle\bar{\psi}_{a}\right| d\left|\bar{\psi}_{b}\right\rangle$ is a matrix-valued connection one-form [267]. In this sense, we can say that $\boldsymbol{A}$ is a holonomy matrix for non-adiabatic evolutions [45].

This observation is important because it dictates the type of model and evolution we will be interested in. Namely, we are interested in loops for which the dynamical part $\boldsymbol{K}$ vanishes. This guarantees that evolution is purely geometric for the reasons we have presented before. In this case, from Eq. (6.19) we can write the unitary implemented by a loop $C$ as

$$
\begin{equation*}
\boldsymbol{U}(C)=\mathcal{P} \exp \left\{\left(i \oint_{C} \mathcal{A}\right)\right\}, \tag{6.21}
\end{equation*}
$$

where $\mathcal{P}$ is the path-ordering operator. And finally, we are interested in the non-Abelian property of these phases, in other words, we should be able to obtain two different loops $C$
and $C^{\prime}$ for which the corresponding unitaries (6.21) do not commute. One motivation for this is in universal quantum computing, which obviously requires non-commuting gates. As we will see in the next section, the $\Lambda$-type systems are a promising platform which satify both of these requirements.

## Chapter 7

## Non-adiabatic holonomic quantum

## computing

The use of geometrical phases in quantum computing, while robust against certain types of noise and error [272-274], still suffers from decoherence and other open quantum system effects [46]. This calls for strategies that are able to circumvent this type of problem [275]. Non-adiabatic holonomic quantum computing (NHQC) [45] has shown promise in performing this task [276]. The considerable speed-up in the operation time makes the system much more robust against decoherence. This configuration has been used before in a couple of different experimental systems, such as nitrogen-vacancy centers in diamond [277, 278] and superconducting qubits [279]. Several extensions or alternative formulations of the original proposal have already been investigated, such as implementations which shorten the original protocol by employing single-loop holonomies [280283] and a generalization to discrete holonomies [284]. In this section we review the original implementation of NHQC using $\Lambda$-type systems [45] and its robustness against noise.

### 7.1 The $\Lambda$-type system

Here we follow the original setup for NHQC in the $\Lambda$-type system from Ref. [45]. In this system, we couple two states $|0\rangle$ and $|1\rangle$ to an auxiliary excited state $|e\rangle$, while $|0\rangle$ and $|1\rangle$, which span the qubit space, are uncoupled between themselves. Thus, the system
acquires a $\Lambda$-like structure, depicted in Fig. (7.1).
The starting point to describe the model is the Hamiltonian:

$$
\begin{equation*}
H(t)=H_{0}+\boldsymbol{\mu} \cdot \boldsymbol{E}(t) \tag{7.1}
\end{equation*}
$$

where $H_{0}=-f_{e 0}|0\rangle\langle 0|-f_{e 1}|1\rangle\langle 1|$ is the bare Hamiltonian and

$$
\begin{equation*}
\boldsymbol{E}(t)=g_{0}(t) \cos \left(\nu_{0} t\right) \boldsymbol{\epsilon}_{0}+g_{1}(t) \cos \left(\nu_{1} t\right) \boldsymbol{\epsilon}_{1}, \tag{7.2}
\end{equation*}
$$

is the applied oscillating electric pulse. Here, $g_{j}(t)$ and $\nu_{j}$ (with $j=0,1$ ) are the pulse envelope and the oscillation frequency, respectively. Additionally, $\boldsymbol{\mu}$ is the magnetic dipole moment operator and $\epsilon$ is the polarization. From hereafter, we also take $\hbar=1$. By moving to the interaction picture Hamiltonian $H_{I}(t)=e^{-i H_{0} t} H(t) e^{i H_{0} t}$ we obtain:

$$
\begin{align*}
H_{I}(t) & =\Omega_{0}(t)\left(e^{-i\left(f_{e 0}+\nu_{0}\right) t}+e^{-i\left(f_{e 0}-\nu_{0}\right) t}\right)|e\rangle\langle 0|  \tag{7.3}\\
& +\Omega_{1}(t)\left(e^{-i\left(f_{e 1}+\nu_{1}\right) t}+e^{-i\left(f_{e 1}-\nu_{1}\right) t}\right)|e\rangle\langle 1|+\text { h.c. }
\end{align*}
$$

where $\Omega_{j}=\langle e| \boldsymbol{\mu} \cdot \boldsymbol{\epsilon}|j\rangle g_{j}(t) / 2$ are transition frequencies which depend only on the parameters of the applied field. In a final step, we tune the frequencies $\nu_{j}$ so they are resonant with the bare transition frequencies $f_{e j}$, i.e. $\nu_{j}=f_{e j}$. By doing so one finds

$$
\begin{equation*}
H_{I}(t)=\Omega_{0}(t)\left(1+e^{-2 i f_{e 0} t}\right)|e\rangle\langle 0|+\Omega_{1}(t)\left(1+e^{-2 i f_{e 1} t}\right)|e\rangle\langle 1|+\text { h.c } \tag{7.4}
\end{equation*}
$$



Figure 7.1: Basic setup for the $\Lambda$-type system.
Note how the bare Hamiltonian introduces counter-rotating terms of the type $(1+$ $\left.e^{-2 i f_{e j} t}\right)$. These terms are a source of nonideality and the focus of our research, therefore, in the next chapter we will be concerned with how to handle these terms and how they


Figure 7.2: Effects of the counter-rotating terms in the dynamics of the $\Lambda$-system. We compare the solutions of Eq. (7.4). We plot the populations (left) in the presence of counter-rotating terms, where $f_{e 0}=f_{e 1}=10$ and $\Omega_{0}(t)=\Omega_{1}(t)=1 / \sqrt{2}$, and (right) in the RWA regime. In both cases we take the initial state to be $\left|\psi_{0}\right\rangle=(|0\rangle+|e\rangle) / \sqrt{2}$. As the frequencies $f_{e i}$ increase, the smaller the ripples on the non-RWA solution get in comparison to overall period of the dynamics.
affect the quantum gates. However, for now we will be interested in the regime of the rotating-wave approximation (RWA). The argument here is that whenever $f_{e i}$ is much bigger the other typical frequencies of the system, $e^{ \pm 2 i f_{e j} t}$ become rapidly oscillating terms which average out to zero. ${ }^{1}$ In this scenario the counter-rotating terms and their effects are negligible. This allows us to describe the system and the implementation of NHQC in an ideal setting. This can be seen in more detail in Fig. (7.2). The counterrotating terms introduces "ripples" in the solution. Meanwhile, when we average out these terms, we get the RWA Hamiltonian

$$
\begin{equation*}
H_{I}^{\mathrm{RWA}}(t)=\Omega_{0}(t)|e\rangle\langle 0|+\Omega_{1}(t)|e\rangle\langle 1|+\text { h.c }, \tag{7.5}
\end{equation*}
$$

which leads to a smooth solution, seen on Fig. (7.2)(b). Thus, it is possible to smooth out the dynamics of the system by increasing the energy gap of the bare states, approaching the RWA regime.

To further comprehend the dynamics of the system, we can perform a very illustrative analysis on the Hamiltonian in Eq. (7.5) in terms of its eigenstates. Here we introduce a frequency envelope $\Omega(t)$ and the relative amplitudes $\omega_{0}$ and $\omega_{1}$, which allows us rewrite the transition frequencies as $\Omega_{0}(t)=\omega_{0} \Omega(t)$ and $\Omega_{1}(t)=\omega_{1} \Omega(t)$, where we assume that
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Figure 7.3: Evolution of the amplitudes of the state $\psi_{0}$ defined in Fig. (7.2) in terms of the bright and dark states (left). We also depict the $\Lambda$-type-system in this case (right).
$\left|\omega_{0}\right|^{2}+\left|\omega_{1}\right|^{2}=1$. We then define the dark state as $|d\rangle=-\omega_{1}|0\rangle+\omega_{0}|1\rangle$ and the bright state as $|b\rangle=\omega_{0}^{*}|0\rangle+\omega_{1}^{*}|1\rangle$. By doing so, we can rewrite Eq. (7.5) as:

$$
\begin{equation*}
H_{I}^{\mathrm{RWA}}(t)=\Omega(t)(|e\rangle\langle b|+|b\rangle\langle e|) . \tag{7.6}
\end{equation*}
$$

Thus, we can see the convenience of this change of basis; the state $|d\rangle$ is decoupled from the evolution, and we effectively get a two-level system with oscillations between the bright state $|b\rangle$ and the auxiliary state $|e\rangle$. In Fig. (7.3) we depict the Rabi oscillations between these two states. Note how the amplitude of $|d\rangle$ remains unchanged throughout the evolution.

### 7.2 Implementing single-qubit gates

Now we can finally make use of the formalism from the previous chapter to show how the geometrical properties of the $\Lambda$-type system can be used in order to implement universal single-qubit gates. In our implementation we are interested in the qubit subspace $M(0)=$ span $\{|0\rangle,|1\rangle\}$, while the state $|e\rangle$ plays the important auxiliary role. This space evolves into $M(t)$, which is spanned by:

$$
\begin{equation*}
\left|\psi_{k}(t)\right\rangle=\exp \left(-i \int_{0}^{t} H_{I}^{\mathrm{RWA}}\left(t^{\prime}\right) d t^{\prime}\right)|k\rangle=\mathcal{U}(t, 0)|k\rangle, \tag{7.7}
\end{equation*}
$$

where $k=0,1$ and $\mathcal{U}(t, 0)$ is the time-evolution operator. Notice that in the case of the RWA Hamiltonian (7.5) it is not necessary to include a time-ordering operator. It is also possible to get some insight into the dynamics by writing thse expressions in terms of the bright-dark basis. The unitary matrix becomes

$$
\begin{equation*}
\mathcal{U}_{b d}(t, 0)=|d\rangle\langle d|+\cos (\Phi)(|b\rangle\langle b|+|e\rangle\langle e|)-i \sin (\Phi)(|e\rangle\langle b|+|b\rangle\langle e|) \tag{7.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi=\int_{0}^{t} \Omega\left(t^{\prime}\right) d t^{\prime} \tag{7.9}
\end{equation*}
$$

is the area enclosed by the pulse. Consequently, the bright and dark states evolve as [281]:

$$
\begin{align*}
\left|\psi_{d}(\Phi)\right\rangle & =|d\rangle  \tag{7.10}\\
\left|\psi_{b}(\Phi)\right\rangle & =\cos (\Phi)|b\rangle-i \sin (\Phi)|e\rangle
\end{align*}
$$

In particular, we are interested in pulses which satisfy

$$
\begin{equation*}
\Phi=\Phi_{C}:=\pi \tag{7.11}
\end{equation*}
$$

In this case, we can see that the states evolve as

$$
\begin{align*}
\left|\psi_{d}\left(\Phi_{C}\right)\right\rangle & =|d\rangle \\
\left|\psi_{b}\left(\Phi_{C}\right)\right\rangle & =-|b\rangle  \tag{7.12}\\
\left|\psi_{e}\left(\Phi_{C}\right)\right\rangle & =-|e\rangle
\end{align*}
$$

The effect of this geometrical evolution whenever $\Phi=\pi$ is to implement a holonomy matrix $Z_{b d}$ which acts by flipping the sign of $|b\rangle$ and $|e\rangle$ in the bright-dark basis. In other words:

$$
\mathcal{U}_{b d}(C)=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{7.13}\\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

An explicit calculation shows that this matrix, in the computational basis, becomes, after properly projecting it back onto the qubit space:



Figure 7.4: (a) A representation of the hyperbolic secant pulse from Eq. (7.16). (b) Representation of the pulse for different values of $\beta$. Note how $1 / \beta$ can be seen as the length of the pulse. Here $\tau$ is an arbitrary time scale.

$$
U(C)=\mathcal{U}_{b d}(C) \mathbb{P}=\left(\begin{array}{cc}
\cos \theta & e^{-i \phi} \sin \theta  \tag{7.14}\\
e^{i \phi} \sin \theta & -\cos \theta
\end{array}\right)=\boldsymbol{n} \cdot \boldsymbol{\sigma}
$$

where $\boldsymbol{n}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ and $\mathbb{P}=|0\rangle\langle 0|+|1\rangle\langle 1| .{ }^{2}$ Here, we have parametrized the frequencies $\omega_{0}$ and $\omega_{1}$ as $\omega_{0}=\sin (\theta / 2) e^{i \phi}$ and $\omega_{1}=-\cos (\theta / 2)$. Besides the convenient representation for the unitary, this also guarantees that $\left|\omega_{0}\right|^{2}+\left|\omega_{1}\right|^{2}=$ 1. Thus, this process implements a $\pi$ rotation around $n$ on the Bloch sphere . ${ }^{3}$ This unitary, however, is not universal; Eq. (7.14) only implements traceless operations. By employing a second loop $C_{m}$ we can implement the universal gate:

$$
\begin{equation*}
U(C)=U\left(C_{\boldsymbol{m}}\right) U\left(C_{\boldsymbol{n}}\right)=\boldsymbol{n} \cdot \boldsymbol{m}-i \boldsymbol{\sigma} \cdot(\boldsymbol{n} \times \boldsymbol{m}) . \tag{7.15}
\end{equation*}
$$

This transformation has a clear geometrical meaning as well. The universal gate $U(C)$ above corresponds to a rotation in the plane spanned by $\mathbf{n}$ and $\mathbf{m}$ by an angle of $2 \cos ^{-1}(\mathbf{n} \cdot \mathbf{m})$. Therefore, any single-qubit gate can be obtained by properly choosing the appropriate pulses, which will determine $\mathbf{n}$ and $\mathbf{m}$.

Under these considerations, we are going to choose a very convenient type of pulse, namely, pulses which have the shape of a hyperbolic secant:

$$
\begin{equation*}
\Omega(t)=\beta \sinh (\beta t) . \tag{7.16}
\end{equation*}
$$

[^20]This parametrization is convenient because it guarantees that condition (7.11) is satisfied for whichever $\beta$ is chosen. This choice gives us freedom of using different pulse lengths just by changing the parameter $\beta$. As shown in Fig. (7.4), $1 / \beta$ can be interpreted as the length of the pulse: pulses are sharper for large values of $\beta$ and wider when $\beta$ is small. Moreover, by appropriately choosing the angles $\theta$ and $\phi$ we can determine the vector $\mathbf{n}$ (and by choosing a different set of angles for the second pulse we determine $\mathbf{m}$ ). Pulses of this type are experimentally friendly and exhibit desirable properties in quantum optics and quantum control [287-290]. Of course, other pulses can also be used, such as Gaussian and square pulses [280, 291].

As a practical example, we consider the Hadamard gate $H$ and the $S$ gate, which are defined as

$$
H=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{7.17}\\
1 & -1
\end{array}\right) \quad \text { and } \quad S=\left(\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right)
$$

respectively. For the Hadamard gate we need only a single pulse, choosing $\theta=\pi / 4$ and $\phi=0$. For the $S$-gate the protocol is slightly more complicated, since we need the two pulses. In this case, we can take $\theta_{0}=\pi / 2$ and $\phi_{0}=\pi / 2$ for the first pulse and $\theta_{1}=0$ and $\phi_{1}=\pi / 4$ for the second pulse.

The drawback of gates which require two loops, such as the $S$-gate, is that the exposure time to decoherence effects is longer. We will see this explicitly in the next chapter. Protocols which implement non-adiabatic quantum gates for single-loops which can mitigate this effect can be found in [280] and [281].

On a closing note, we comment on the geometrical aspect of the model, checking for the condition discussed in $\operatorname{Sec}$ (6.3) for a fully geometrical evolution. We can see, from Eqs. (7.6) and (7.10), that the dynamical contribution is $\left\langle\psi_{k}(t)\right| H\left|\psi_{l}(t)\right\rangle=0$. for $k, l=b, d$. Since $|d\rangle$ decouples from the Hamiltonian in Eq. (7.6), and $\left|\psi_{d}(t)\right\rangle=|d\rangle$, it is easy to see that $\left\langle\psi_{k}(t)\right| H\left|\psi_{l}(t)\right\rangle$ vanishes for any inner product involving the dark state. Finally, we can show that $\left\langle\psi_{b}(t)\right| H\left|\psi_{b}(t)\right\rangle=0$ by direct calculation, since

$$
\left\langle\psi_{b}(t)\right| H\left|\psi_{b}(t)\right\rangle=\Omega(t)(\cos \Phi\langle e|+i \sin \Phi\langle b|)(|e\rangle\langle b|+|b\rangle\langle e|)(\cos \Phi|e\rangle-i \sin \Phi|b\rangle)=0 .
$$

This proves the geometric nature of the gate: the dynamical contributions in $K_{k l}=$
$\left\langle\psi_{k}(t)\right| H\left|\psi_{l}(t)\right\rangle$ in Eq. (6.19) vanish, and we are left with the geometrical contributions in Eq. (6.21) only [45].

### 7.3 Implementing two-qubit gates

In this section we once more follow the original proposal in [45], which also includes a protocol based on the Sørensen-Mølmer scheme [292] for implementing two-qubit gates (an adiabatic implementation is presented in [41]. See also Ref. [293] for a multi-qubit generalization of the NHQC scheme). The two-qubit gate can be constructed with two ions in the same three-level $\Lambda$ configuration. The transition $0 \rightarrow e(1 \rightarrow e)$ is driven by a laser with detuning $\nu \pm \delta[\mp(\nu \pm \delta)]$, where $\nu$ is the phonon frequency of a vibrational mode [41, 294] and $\delta$ is an additional detuning [Fig. (7.5)]. Moreover, two extra conditions which the setup should satisfy are: the Lamb-Dicke criterion $\eta \ll 1$, where $\eta$ is the Lamb-Dicke parameter, and $\left|\Omega_{i}(t)\right|<\nu$ in order to suppress the off-resonant couplings [292]. The parameter $\eta$ is related to the zero-point spread of the ion [295] and the coupling strength between its motional states and internal degrees of freedom [296]. The effective Hamiltonian describing this interaction assumes the form (see Ref. [297] for a derivation):

$$
\begin{equation*}
H^{(2)}=\frac{\eta^{2}}{\delta}\left(\left|\Omega_{0}(t)\right|^{2} \sigma_{0}(\phi, t) \otimes \sigma_{0}(\phi, t)-\left|\Omega_{1}(t)\right|^{2} \sigma_{1}(-\phi, t) \otimes \sigma_{1}(-\phi, t)\right) \tag{7.18}
\end{equation*}
$$



Figure 7.5: Setup for the ions in the two-qubit gate. The green (red) arrows and the dotted (dashed) lines correspond to the $\nu \pm \delta(\nu \mp \delta)$ detuning of the $0 \rightarrow e(1 \rightarrow e)$ transition. Both ions have the same configuration.
where

$$
\begin{align*}
\sigma_{0}(\phi, t) & =e^{i \phi / 4}\left(1+e^{-2 i f_{e 0} t}\right)|e\rangle\langle 0|+\text { h.c. },  \tag{7.19}\\
\sigma_{1}(-\phi, t) & =e^{-i \phi / 4}\left(1+e^{-2 i f_{e 1} t}\right)|e\rangle\langle 1|+\text { h.c. }
\end{align*}
$$

After eliminating off-resonant couplings of the singly excited states $|0 e\rangle,|e 0\rangle,|1 e\rangle$ and $|e 1\rangle$ and performing the RWA the Hamiltonian reads:

$$
\begin{equation*}
H^{(2), \mathrm{RWA}}(t)=\frac{\eta}{\delta^{2}} \sqrt{\left|\Omega_{0}(t)\right|^{4}+\left|\Omega_{1}(t)\right|^{4}}\left(H_{0}^{(2), \mathrm{RWA}}(t)+H_{1}^{(2), \mathrm{RWA}}(t)\right), \tag{7.20}
\end{equation*}
$$

with

$$
\begin{equation*}
H_{0}^{(2), \mathrm{RWA}}(t)=\sin \frac{\theta}{2} e^{i \phi / 2}|e e\rangle\langle 00|-\cos \frac{\theta}{2} e^{-i \phi / 2}|e e\rangle\langle 11|+\text { h.c. } \tag{7.21}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{1}^{(2), \mathrm{RWA}}(t)=\sin \frac{\theta}{2}|e 0\rangle\langle 0 e|-\cos \frac{\theta}{2}|e 1\rangle\langle 1 e|+\text { h.c. } \tag{7.22}
\end{equation*}
$$

The single and two-qubit gates share similar criteria: the phase $\phi$ should be kept constant throughout the evolution, while the frequencies satisfy $\left|\Omega_{0}(t)\right|^{2} /\left|\Omega_{1}(t)\right|^{2}=\tan (\theta / 2)$. Additionaly, we should once again respect the criterion (7.11) for the pulse area:

$$
\begin{equation*}
\frac{\eta^{2}}{\delta} \int_{0}^{\tau} \sqrt{\left|\Omega_{0}(t)\right|^{4}+\left|\Omega_{1}(t)\right|^{4}} d t=\pi \tag{7.23}
\end{equation*}
$$

Moreover, one extra observation is in order; since $H_{0}^{(2)}(t)$ and $H_{1}^{(2)}(t)$ commute, it is possible to decompose the evolution of the total Hamiltonian (7.20) as

$$
\exp \left\{\left(-i \int_{0}^{\tau} H^{(2), \mathrm{RWA}}(t) d t\right)\right\}=\exp \left\{\left(-i \pi H_{0}^{(2), \mathrm{RWA}}\right)\right\} \exp \left\{\left(-i \pi H_{1}^{(2), \mathrm{RWA}}\right)\right\}
$$

The Hamiltonian $H_{1}^{(2)}(t)$ however acts trivially on the relevant computational subspace $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$ [45], making $H_{0}^{(2)}(t)$ the relevant term in the evolution. Due to this fact, by redefining some parameters in Eq. (7.20), $H^{(2)}(t)$ can effetively be seen as a $\Lambda$-type-like Hamiltonian [293]

$$
\begin{equation*}
H_{\mathrm{e} f f}^{(2), \mathrm{RWA}}=\Omega^{(2)}(t)\left(\omega_{0}^{(2)}|00\rangle\langle e e|+\omega_{1}^{(2)}|11\rangle\langle e e|\right)+\text { h.c. } \tag{7.24}
\end{equation*}
$$

with $\Omega^{(2)}(t)=\sqrt{\left|\Omega_{0}(t)\right|^{4}+\left|\Omega_{1}(t)\right|^{4}}, \omega_{1}^{(2)}=e^{i \frac{\phi}{2}} \sin (\theta / 2)$ and $\omega_{0}^{(2)}=-e^{-i \frac{\phi}{2}} \cos (\theta / 2)$. Thus, by analogy to the single qubit gate, as done in Eqs. (7.7)-(7.14), we get the corresponding unitary:

$$
\begin{align*}
U^{(2)}\left(C_{n}\right) & =\cos \theta|00\rangle\langle 00|+e^{-i \phi} \sin \theta|00\rangle\langle 11|+e^{i \phi} \sin \theta|11\rangle\langle 00|  \tag{7.25}\\
& -\cos \theta|11\rangle\langle 11|+|01\rangle\langle 10|+|10\rangle\langle 10| .
\end{align*}
$$

This unitary acts just like a single qubit gate in the space $\{|00\rangle,|11\rangle\}$ and it leaves the components in the space $\{|01\rangle,|10\rangle\}$ invariant.

By choosing $\theta=0$ we construct a CZ gate

$$
\begin{equation*}
U_{C Z}^{(2)}=|00\rangle\langle 00|+|01\rangle\langle 10|+|10\rangle\langle 10|-|11\rangle\langle 11|, \tag{7.26}
\end{equation*}
$$

which is an entangling gate and can form a universal set together with other single-qubit gates [298].

Finally, if we take the counter-rotating terms into account, Eq. (7.21) and Eq. (7.22) become
$H_{0}^{(2)}(t)=\left(1+e^{-2 i f_{e 0} t}\right)^{2} \sin \frac{\theta}{2} e^{i \phi / 2}|e e\rangle\langle 00|-\left(1+e^{-2 i f_{e 1} t}\right)^{2} \cos \frac{\theta}{2} e^{-i \phi / 2}|e e\rangle\langle 11|+$ h.c.
and

$$
\begin{equation*}
H_{1}^{(2)}(t)=4 \cos ^{2}\left(f_{e 0} t\right) \sin \frac{\theta}{2}|e 0\rangle\langle 0 e|-4 \cos ^{2}\left(f_{e 1} t\right) \cos \frac{\theta}{2}|e 1\rangle\langle 1 e|+\text { h.c. }, \tag{7.28}
\end{equation*}
$$

respectively.

### 7.4 Gate robustness

Throughout this work, we have mentioned the robustness of the geometric quantum gates several times. Our objective in this section is to make this claim more precise, explicitly showing, by numerical means, how the NHQC implementation in the $\Lambda$-system is sufficiently robust against open quantum systems effects. We discuss the impact of amplitude
damping in the system, as it was originally done in Ref. [45]. The interested reader can find an investigation on the robustness of the model against a few other error sources in Ref. [276]. For instance, it was shown by the authors that contributions due to errors in the pulse envelope and relative pulse amplitude are all of second order and, more strikingly, independent of the pulse duration. We omit these results here, since we will not consider this type of error in our analysis in the next chapter.

We consider the following model: in the $\Lambda$-type system, the excited state $|e\rangle$ is an unstable state which undergoes dissipation, while the computational states $|0\rangle$ and $|1\rangle$ can be regarded as stable ground states. Thus, a physical description of the model will look like Fig. (7.6). In our formulation we assume that the excited state decays to an auxiliary ground state $|g\rangle$ which is not coupled to any other states through any type of unitary dynamics. This means that whenever the ground state is populated, these excitations are "lost" from the point of view of the computational subspace. This will result in a non-ideal mixed


Figure 7.6: Basic setup for the $\Lambda$-type system when an open quantum system approach is considered. The excited state decays with a rate $\gamma$. There is no coupling or decay with the computational subspace itself. This means that dissipation effects only occur while the pulse is being applies and the excited state is populated. state at the end of the computation, which will decrease the overall fidelity of the gate. Our purpose is precisely to investigate how to mitigate this effect. ${ }^{4}$

We will model the decay with an amplitude-damping jump operator given by $L=$ $|g\rangle\langle e|$. Under a purely dissipative evolution this term will push the excitations in $|e\rangle$ towards the ground state $|g\rangle$ (and, of course, this process will also damp the coherences of the system, together with the populations). Initially considering the RWA case, the

[^21]dynamics of the system will then be given by
\[

$$
\begin{equation*}
\frac{d \rho}{d t}=i\left[\rho, H_{I}^{\mathrm{RWA}}(t)\right]+\gamma D_{\rho}(|g\rangle\langle e|), \tag{7.29}
\end{equation*}
$$

\]

where $H_{I}^{\mathrm{RWA}}(t)$ is the RWA Hamiltonian in Eq. (7.5). Robustness against this type of noise has been shown in [45]. Meanwhile, the effect of dephasing is qualitatively similar and has also been investigated in [276]. The takeaway message in this case was that the inverse pulse length should be much larger than the typical coupling strength $\gamma$, i.e. we should have $\beta \gg \gamma$. By increasing $\beta$ the fidelity also monotonically increases, approaching unity. This is precisely one of the advantages of this non-adiabatic scheme: by removing constraints on the operation time one can use shorter pulses, diminishing the effects of decoherence.

As a sanity check, we can, by turning off the unitary part in Eq. (7.29), also understand how the dissipative part acts on the system. For a pure initial state of the type $|\psi\rangle=$ $c_{0}|0\rangle+c_{1}|1\rangle+c_{e}|e\rangle$, the density matrix evolves as:

$$
\rho(t)=\left(\begin{array}{cccc}
\left|c_{0}\right|^{2} & c_{0} c_{1}^{*} & e^{-\gamma t / 2} c_{0} c_{e}^{*} & 0  \tag{7.30}\\
c_{1} c_{0}^{*} & \left|c_{1}\right|^{2} & e^{-\gamma t / 2} c_{1} c_{e}^{*} & 0 \\
e^{-\gamma t / 2} c_{e} c_{0}^{*} & e^{-\gamma t / 2} c_{e} c_{1}^{*} & e^{-\gamma t}\left|c_{e}\right|^{2} & 0 \\
0 & 0 & 0 & \left|c_{e}\right|^{2}\left(1-e^{-\gamma t}\right)
\end{array}\right) .
$$

We can see that the process does not interfere with the computational subspace, but it dampens the population of the excited state and destroys the coherences. In the steady state limit $\gamma \tau \rightarrow \infty$, all the population from the excited state is transferred to the ground state. Hence, what happens when we turn off the unitary interaction is that the dissipative process occurs only during the pulse application, since there is no coupling between the computational subspace and the ground state. Thus, by shortening the pulse we also shorten the time during which the excited state is occupied and we minimize the errors due to dissipation. This is of course consistent with what we expected when choosing the jump operators to model the dissipation in this setup, so this result should not be seen as surprising.

We can now turn on the unitary part of interaction and try to quantify how well this


Figure 7.7: We plot (a) the populations of the density matrix for the implementation of the Hadamard gate and (b) the infidelity $1-\mathcal{F}$ of the gate as a function of the pulse duration $\beta$. In both cases the input state is $|0\rangle$. The gray dashed line highlights the point $\langle i| \rho|i\rangle=0.5$.
protocol performs. For that, we will take the initial state $\left|\psi_{0}\right\rangle=|0\rangle$. Our gate of choice will be the Hadamard gate, whose implementation was discussed in Sec. (7.2). Ideally, the application of the Hadamard gate upon $|0\rangle$ should yield $|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$.

The figure of merit for gate performance will be the fidelity, defined for two arbitrary mixed states $\rho$ and $\sigma$ as $[299,300]$

$$
\begin{equation*}
F(\rho, \sigma)=(\operatorname{tr}\{\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}\})^{2} \tag{7.31}
\end{equation*}
$$

The fidelity essentially quantifies how similar two states are, being 0 for orthogonal states and 1 when both states are equal. Since we want to compare our output state with an expected result $|\psi\rangle$ which is always pure, the fidelity assumes a much simpler form. In this case, it will be

$$
\begin{equation*}
\mathcal{F}=F(\rho,|\psi\rangle\langle\psi|)=\langle\psi| \rho|\psi\rangle, \tag{7.32}
\end{equation*}
$$

where $|\psi\rangle=U(C)\left|\psi_{0}\right\rangle$ is the ideal output upon the application of the ideal quantum gate $U(C)$ and $\rho$ is the density matrix obtained by evolving the system under Eq. (7.29) for the whole duration of the pulse. We may also use the infidelity $1-\mathcal{F}$ whenever it is convenient.

Basic results are shown in Fig. (7.7). On panel (a) we can see that the application of the pulse temporarily populates the excited state $|e\rangle$, transferring excitations from $|0\rangle$ to $|1\rangle$. Meanwhile, the ground state is also slightly populated due to these dissipative effects,
and some of these excitations are "lost", decaying to the ground state $|g\rangle$. And while we did not plot the coherences here, they are also affected by this dissipative process. At the end of the protocol we get a mixed state which deviates from the pure target state. We can quantify this effect by investigating how the end result changes depending on the (inverse) duration $\beta$ of the pulse. In Fig. (7.7)(b) we plot these results, showing the infidelity $1-\mathcal{F}$ as a function of the inverse pulse length relative to the dissipation strength. We can see that it monotonically decreases as we increase $\beta / \gamma$. Thus, as long as the RWA is valid, a decrease in the pulse length results in a monotonically increasing fidelity, approaching unity asymptotically.

## Chapter 8

## Time-optimality

In the previous section we considered an ideal implementation of the $\Lambda$-type system where the counter-rotating frequencies from Eq. (7.4) are rapidly oscillating. This yields the RWA Hamiltonian from Eq. (7.5) whose robustness under amplitude noise we analyzed in Sec. 7.4. In this ideal scenario the fidelity can be arbitrarily improved simply by shortening the pulse duration as much as necessary. However, we are interested in what happens in a regime where the RWA is not valid.

An extension of the original proposal in Ref. [45] for the non-RWA case has been made in the past [291], albeit for the dissipationless model. There, the authors show that the RWA starts to break down at very small operation times due to the comparable time scale between the pulse and counter-rotating frequencies. Unfortunately, this constrains how fast these gates can operate in a scenario where one is trying to mitigate decoherence, making it impossible to employ increasingly shorter pulses beyond a certain limit. Instead, it is also important to account for the validity of the RWA; while it is necessary to use sufficiently short pulses in order to avoid dissipative losses, the pulses should also be long enough so as not to introduce significant dynamical corrections due to the counterrotating terms. Our contribution here is to consider both effects at once, investigating the interplay between the counter-rotating oscillations and the dissipative phenomena in the system. We show how the combination of the breakdown in the RWA and the open quantum system effects introduce a trade-off in the pulse length, limiting the maximum achievable fidelity of the gate. This is illustrated in Fig. 8.1.

In this chapter we perform a series of numerical investigations in order to calculate the


Figure 8.1: A diagram illustrating the competition between decoherence and the counterrotating contributions. By increasing the pulse length we approach the RWA regime, mitigating the effects of the counter-rotating terms. On the other hand, by decreasing the pulse duration the dissipative losses are diminished. When both effects are considered at once the optimal pulse duration lies in an interval in-between these two scenarios.
optimal pulse duration and the corresponding fidelity in a few cases of interest. Moreover, we also analyze the Hamiltonian in the bright-dark basis when counter-rotating corrections are considered. Surprisingly, these terms introduce a coupling between the dark and the excited state which, differently from what is seen in Eq. (7.6), is not present in the RWA regime, further hampering the protocol. Finally, we also investigate the effect of heterogeneous counter-rotating frequencies in the system. We show that they may, very slightly, improve the fidelity of two-loop gates. This chapter constitutes on our original results, discussed in Ref. [301]. Note that some similar investigations in a different context also exist. In such cases, the trade-off occurs between decoherence and the (non-ideal) finite run-time of adiabatic implementations instead [302, 303].

### 8.1 Counter-rotating effects in the bright-dark basis

During this section we will, once again, briefly disregard decoherent effects and go back to the Hamiltonian in Eq. (7.4). It is meaningful to ask ourselves what happens when we rewrite this full Hamiltonian in terms of the dark and the bright states. When we do that, we get

$$
\begin{align*}
H_{b d}(t)= & \Omega(t)\left(1+\left|\omega_{0}\right|^{2} e^{-2 i f_{e 0} t}+\left|\omega_{1}\right|^{2} e^{-2 i f_{e 1} t}\right)|e\rangle\langle b|  \tag{8.1}\\
& +\Omega(t) \omega_{0} \omega_{1}\left(e^{-2 i f_{e 1} t}-e^{-2 i f_{e 0} t}\right)|e\rangle\langle d|+\text { h.c. }
\end{align*}
$$



Figure 8.2: Dynamics of the amplitudes of the bright and dark states in the $\Lambda$-system, according to Eq. (8.1), with $f_{0 e}=10$ and $f_{1 e}=11$ (left) and Eq. (8.2) with $f_{0 e}=f_{1 e}=$ $f=10$ (right). The initial state is $\left|\psi_{0}\right\rangle=(|0\rangle+|e\rangle) / \sqrt{2}$ and the pulse is specified by the parameters $\Omega(t)=1$ and $\omega_{0}=\omega_{1}=1 / \sqrt{2}$.

Notice from the second line that the counter-rotating terms, differently from RWA case, couple the dark state with the rest of the system. Thus, we lose this interesting property. As we will see later on, this will play a large role for the single-qubit gates. However, the expression above assumes a particularly simple form when $f_{e 1}=f_{e 0}=f$, which is:

$$
\begin{equation*}
H_{b d}(t)=\Omega(t)\left(1+e^{-2 i f t}\right)|e\rangle\langle b|+\text { h.c. } \tag{8.2}
\end{equation*}
$$

When the two counter-rotating frequencies are the same this extra term cancels out and the dark state coupling vanishes once more. We show this effect concretely through numerical simulations in Fig. 8.2. It may also be elucidating to examine what happens when we plot the trajectory of the state on the Bloch sphere when the Hamiltonian (8.2) is considered. If we initialize the system in the state $\left|\psi_{0}\right\rangle=|b\rangle$ the amplitude of the dark state remains zero at all times, so it is possible to depict the evolution of the wave function on the Bloch sphere with poles $|b\rangle$ and $|e\rangle$. Results are shown in Fig. 8.3 for $\omega_{0}=\omega_{1}=1 / \sqrt{2}$.

We can make a few observations about this picture. As one would expect, the trajectory for the RWA is just a great circle around one of the axis, since the Hamiltonian just implements a rotation in the Bloch sphere. Meanwhile, the counter-rotating terms introduce a wobbling movement around the ideal path. These corrections introduce a slight deviation from the starting point after the end of the evolution. In Fig. 8.3 we can see that the wave function does not return to the initial state. Instead, what we observe is a new trajectory with a slight offset in comparison to the previous "cycle". If we run the simu-


Figure 8.3: (Left) Trajectory of RWA and non-RWA evolution on the Bloch sphere for the state $\left|\psi_{0}\right\rangle=(|0\rangle+|1\rangle) / \sqrt{2}$. (Right) Trajectory on the Bloch sphere over a long time. Other parameters are the same as in Fig. 8.2.
lation for several cycles it is possible to see, in the right panel of Fig. 8.3, the cumulative effect of these slight deviations. Thus, even when the dark state coupling is eliminated by choosing equal counter-rotating frequencies, we do not, in general, return to the initial subspace.

### 8.2 Single-qubit gates

Now that we have gained some further intuition on the effect of the counter-rotating contributions to the system, we are in a position to discuss the time-optimal regime of the $\Lambda$-Hamiltonian. In this section we investigate the performance of single-qubit gates when both counter-rotating and open quantum system effects are present. For that, we compute the fidelity

$$
\begin{equation*}
\mathcal{F}=\left\langle\psi_{0}\right| U(C)^{\dagger} \rho U(C)\left|\psi_{0}\right\rangle \tag{8.3}
\end{equation*}
$$

where $\rho$ evolves according to the master equation

$$
\begin{equation*}
\frac{d \rho}{d t}=i\left[\rho, H_{I}\right]+\gamma D(|g\rangle\langle e|) \tag{8.4}
\end{equation*}
$$



Figure 8.4: Time-optimal configuration of the $S$ gate. (a) We plot the mean (maximum) infidelity $1-\mathcal{F}$ with the solid (dashed) lines for different values of $\gamma / f_{i}$. Results are shown as a function of the ratio $\beta / f_{i}$ between the inverse pulse length and the counterrotating frequency. The dotted lines show the RWA solution from Eq. (7.29), i.e., we assume that $\beta / f_{i} \rightarrow 0$. We avoid any significant overlap between the pulses by choosing a spacing of $\Delta t=10 / \beta$ between them. (b) Plot of the optimal (inverse) pulse-length $\beta_{\mathrm{opt}}$ as a function of $\gamma / f_{i}$. The corresponding infidelity is shown in the inset. The grid in this case is a sample space of 1000 points uniformly distributed in the interval [0.03, 0.3]. In both panels the average infidelity was calculated for 100 input states uniformly distributed over the Bloch sphere, as described in Appendix C.
defined in Eq. (4.38). Here, $\left|\psi_{0}\right\rangle$ refers to the input state. Meanwhile, the unitary $U(C)$ is the ideal gate unitary, given by Eq. (7.15). Therefore, $U(C)\left|\psi_{0}\right\rangle$ represents the ideal output. Hence, in Eq. (8.3) we calculate the fidelity between the ideal outcome and the density matrix $\rho$ of the non-ideal process, which is obtained by solving the master equation in Eq. (8.4). The Hamiltonian $H_{I}$ is, as we saw, given by Eq. (7.4) and contains the counter-rotating terms. Thus, we can see that Eq. (8.4) accounts for both the dissipative and counter-rotating contributions.

Note however that these steps yield the fidelity for a particular input state $\left|\psi_{0}\right\rangle$. A final step in our simulations is to compute the average fidelity for several different states which are uniformly distributed in the Bloch sphere, in order to get a more representative picture. We describe the algorithm for uniformly choosing states in the Bloch sphere in Appendix C. Moreover, for better visualization we shall focus on the infidelity $1-\mathcal{F}$ when plotting the figures.

We start by performing simulations for the $S$ gate. More generally, the phase-shift gate $|k\rangle \rightarrow e^{2 i k \pi\left(\phi^{\prime}-\phi\right)}|k\rangle$ can be implemented through two unit vectors: $\mathbf{n}=(\cos \phi, \sin \phi, 0)$ and $\mathbf{m}=\left(\cos \phi^{\prime}, \sin \phi^{\prime}, 0\right)$, which corresponds to the choice $\theta=\theta^{\prime}=\pi / 2$, as defined in Eq. (7.15). Thus, as we mention in Sec. 7.2, the $S$ gate can be constructed by choosing
$\phi=\pi / 4$ and $\phi^{\prime}=\pi / 2$. First results are shown in Fig. 8.4(a), relating the infidelity $1-\mathcal{F}$ to the inverse pulse length $\beta$ (in units of $f_{i}$ ). In Fig. 8.4(b) we also plot the optimal inverse pulse length $\beta_{\text {opt }}$, which minimizes the infidelity from panel (a). For now, we consider the counter-rotating frequencies to be homogeneous, i.e., $f_{0 e}=f_{1 e}=f_{i}$, as described by the Hamiltonian in Eq. (8.2). Besides the average infidelity, we also include the maximum and minimum infidelities (relative to the input states). Their qualitative behavior in panel (a), and also the optimal value of $\beta$ in Fig. 8.4(b), are largely unchanged. Therefore, from hereafter we shall focus solely on the mean infidelity in our analysis, as it captures the optimal configuration and the general behaviour of the gates well enough.

We can observe the optimal regime of the system for intermediate values of $\beta / f_{i}$. If possible, one should tune the parameters of the system such that the relation $f_{i}>\beta \gg \gamma$ holds. That is, the inverse pulse length $\beta$ should be much larger than the dissipation rate $\gamma$, and simultaneously, the counter-rotating frequencies $f_{i}$ should be sufficiently larger than $\beta$. By doing so, one can achieve the minimum infidelity shown on the inset of panel (b) for curves such as the ones seen on panel (a).

From Fig. 8.4(b), for example, we can observe that the ratio between the inverse pulse length and the counter-rotating frequencies should be of the order of $\beta / f_{i} \approx 0.1$, for $\gamma / f_{i} \approx 10^{-4}$, which is of the same order as parameters found in the literature [279]. The precise value of the optimal $\beta / f_{i}$, however, will depend on how strong the decoherence is. Note, in Fig. 8.4(a), how the minimum shifts depending on the value of $\gamma / f_{i}$. In particular, as $\gamma / f_{i}$ decreases, we achieve the minimum infidelity by using larger pulses (smaller $\beta / f_{i}$ ). This result, of course, agrees with intuition: if dissipation plays a lesser role, then it makes sense to use larger pulses in order to improve the validity of the RWA. That is why, following this idea, in Fig. 8.4(b) we plotted the optimal (inverse) pulse length $\beta_{\text {opt }}$ as a function of $\gamma / f_{i}$. The results seem to agree with what we just described. Another interesting observation is that, from the inset in panel (b), we can see that the minimum achievable infidelity scales with a power of $\gamma / f_{i}$.

We can also discuss two other relevant regimes by analyzing Fig. 8.4(a). We begin with the regime of small $\beta / f_{i}$, describing longer pulses. In particular, we first focus on the limiting case of $\beta / f_{i} \rightarrow 0$. In this situation, all the curves should converge to the same fidelity, regardless of the value of $\gamma / f_{i}$. The reason is that the open quantum system
effects become dominant in this scenario, hampering any population transfer between the qubit states and the excited state $|e\rangle$. Thus, what happens in this case is that the qubit state remains largely unchanged, and the output state is approximately the same as the input state. This is not visible in the figure due to the fact that this result would require unfeasibly long simulations. Instead, we will provide an analytical calculation to support this claim near the end of the current section. We will also include a better visual picture of this result when discussing two-qubit gates in the next section.

We used dotted lines to plot the numerical solution for the RWA Hamiltonian in the purely dissipative scenario (see the caption in Fig. 8.4). As one would expect, under this approximation the infidelity decreases monotonically as we shorten the duration of the pulses. Moreover, the solution of Eq. (8.4), plotted with solid lines, agrees very well with the RWA solution, evidencing the fact that dissipation is much more relevant than the counter-rotating dynamics in this regime. We can also clearly see the breakdown of the RWA [276] in this figure. As we increase $\beta / f_{i}$, the non-RWA solution eventualy starts to diverge from the RWA results around the minimum of the plot. This change of behavior marks the point where the RWA starts to fail.

In the same spirit, we eventually reach the limiting case $\beta / f_{i} \gg 1$ of very short pulses. In this other regime, the counter-rotating corrections in Eq. (7.4) become $1+e^{-2 i f_{i} t} \approx 2$. Thus, the physical consequence is that the system undergoes a cyclical evolution twice. In other words, the bright state evolves as $|b\rangle \rightarrow-|b\rangle \rightarrow|b\rangle$, per Eq. (7.12). Therefore, the net effect of the protocol is simply to implement the identity gate, which, just like the strongly dissipative regime, leaves the input state (approximately) unchanged.

It is possible to quantify the infidelity in both of these cases, and the calculation happens to be the same, as we have just explained. The fidelity of a single input state is given by the overlap $\left.\left|\left\langle\psi_{0}\right| U(C)\right| \psi_{0}\right\rangle\left.\right|^{2}$ between the target state $U(C)\left|\psi_{0}\right\rangle$ and the input state $\left|\psi_{0}\right\rangle$. If we use the usual parametrization in the Bloch sphere

$$
\begin{equation*}
\left|\psi_{0}\right\rangle=\cos \left(\frac{\alpha}{2}\right)|0\rangle+e^{i \varphi} \sin \left(\frac{\alpha}{2}\right)|1\rangle \tag{8.5}
\end{equation*}
$$

for the input states, where $\alpha$ and $\varphi$ descibe the polar and the azymuthal angle in the sphere, respectively, the mean infidelity can be obtained through an integration over the

Bloch sphere for all input states:

$$
\begin{equation*}
\left.1-\mathcal{F}_{\infty}=\frac{1}{4 \pi} \int_{0}^{2 \pi} d \varphi \int_{0}^{\pi} d \alpha\left|\left\langle\psi_{0}\right| U(C)\right| \psi_{0}\right\rangle\left.\right|^{2} . \tag{8.6}
\end{equation*}
$$

For the $S$ gate, a direct calculation yields $1-\mathcal{F}_{\infty}=2 / 3$. As we mentioned, this is not visible for $\beta / f_{i} \ll 1$. However, we can visually verify it for $\beta / f_{i} \gg 1$ in Fig. 8.4(a).

### 8.3 Heterogeneous frequencies

Now we move to the case where the two counter-rotating frequencies appearing in Eq. (8.1) are different. As we have mentioned before, whenever $f_{e 0} \neq f_{1 e}$ there is a coupling between the dark and the excited state, as seen in the last term of Eq. (8.1). We will be interested in what role this difference might play in comparison to the homogeneous case.

In Fig. 8.5 we show a countour plot for the infidelity $1-\mathcal{F}$ as a function of $f_{0 e} / \beta$ and $f_{1 e} / \beta$. We show the results for the $X, \mathrm{H}$ and $S$ gates, respectively. This plot can give us a few important insights. First, the $S$ gate gate is more susceptible to decoherence due to the fact that it requires two pulses, as we discussed in the paragraph above Eq. (7.15). Additionally, it is also possible to observe that Fig. 8.5(a) is symmetric, while Fig. 8.5(b)


Figure 8.5: Contour plot of the infidelity for heterogeneous frequencies. Average infidelity $1-\mathcal{F}$ as a function of the counter-rotating frequencies $f_{0 e}$ and $f_{1 e}$ for $\gamma / \beta=0.02$. Results are shown for (a) the $X$ gate, (b) the $H$ gate, and (c) the $S$ gate. Other details and parameters are chosen to be the same as those in Fig. 8.4. The simulations were done for a grid of $150 \times 150$ frequencies.
and (c) are not. This is due to the fact that we have $\omega_{0}=\omega_{1}$ for the $X$. Meanwhile, we have different amplitudes for the H and $S$ gates.

Another question we can try to answer is how $f_{0 e}$ and $f_{1 e}$ should be chosen in order to maximize the fidelity. We used a red line to plot the optimal $f_{1 e}$ for a given $f_{0 e}$. The results shown in panels (a) and (b) show the infidelity is minimized by taking $f_{0 e}=f_{1 e}$. These results indicate that single-pulse gates are optimal for homogeneous frequencies. This possibly happens due to the decoupling between the dark and the excited states which occurs in this scenario. A further evidence of this is that we can also observe, in Figs. 8.4(a) and (b), that increasing one of the frequencies beyond the point where $f_{0 e}=f_{1 e}$ actually decreases the fidelity of the gate. Therefore, the coupling between the $|e\rangle$ and $|d\rangle$ seems to play an important role in the performance of the protocol.

Surprisingly, in Fig. 8.5(c) we obtain a slightly different behavior for the $S$ gate. The optimal regime occurs when the frequencies $f_{0 e}$ and $f_{1 e}$ are different. The red line shows that ideally one should increase the frequencies at a constant ratio, which is, however, different from unity. We believe that the relevant mechanism here is the non-abelian feature of the gates. Since the two unitaries in Eq. (7.15), which are necessary for implementing two-pulse gates, are non-commuting, they might be responsible for this behavior. This is supported by the fact that that the fidelity of noncommuting gates is lower than the product of their fidelities. This has been verified in Ref. [291].

Another point of interest is whether other gates display the same behavior as the ones we have just seen. We start by further comparing how different frequencies affect the single and two-loop gates, plotting the infidelity as a function of the ratio $f_{1 e} / f_{0 e}$ for a fixed $f_{0 \text { e }}$. Results are shown in Fig. 8.6. We implement single and a two-loop gates in panels (a) and (b), respectively. In Fig. 8.6(a) we consider a class of traceless single-qubit gates given by Eq.(7.14). In our simulations we fix $\theta=\pi / 4$, repeating the simulation for different values of $\phi$. For the second gate, shown in panel (b), we consider the phase-shift gate described in the previous section, with $\Delta \phi=2\left(\phi^{\prime}-\phi\right)$.

We are interested in investigating the influence of gate parameters in the optimal ratio between the two frequencies. We do this by varying $\phi$ and $\phi^{\prime}$. We find that single-pulse gates are optimal when the two frequencies are the same. Meanwhile, panel (b) tell us that the optimal configuration occurs when the two frequencies are slightly different. We


Figure 8.6: Infidelity as a function of the ratio $f_{1 e} / f_{0 e}$ for single-qubit gates. We show the results for (a) a single-pulse gate with $\theta=\pi / 4$ and for different values of $\phi$. (b) we plot the results for the phase-shift gate, with $\theta=\theta^{\prime}=\frac{\pi}{2}$ and $\Delta \phi=2\left(\phi^{\prime}-\phi\right)$. The coupling strength is given by $\gamma / \beta=10^{-3}$, the spacing between the pulses is $\Delta t=20 / \beta$ and the frequency $f_{0 e}$ is fixed and given by $f_{0 e} / \beta=10$. We use a sampling space of 250 frequencies and 100 input states, as described in Fig. 8.4.
can see, however, that this gain is very marginal. This indicates that a small coupling between the dark state and the excited state is actually the most important mechanism in reducing the infidelity, and that small differences between the two frequencies are not so important. The discussion in the next paragraph makes this point more clearer, where we plot the infidelity as a function of the ratio $f_{1 e} / f_{0 e}$ for different gates in Fig. 8.7.

Simulations for the $X, \mathrm{H}$, and $S$ gates show a sharp decrease in the infidelity when $f_{0 e} \approx f_{1 e}$. For the $X$ and $S$ gates we have a global minimum at $f_{e 0} \approx f_{1 e}$, while for the Hadamard gate this point is only a local minimum. For the $Z$ gate on the other hand, we observe no critical point at all; the infidelity is monically decreasing in this


Figure 8.7: Relevance of the $|e\rangle \leftrightarrow|d\rangle$ coupling in the $\Lambda$-system. We plot the infidelity as a function of the ratio $f_{1 e} / f_{0 e}$ for the NOT gate (yellow), the Hadamard gate (magenta), the Z gate (purple), and the S gate (dark blue). The decay rate, the sampling space, and $f_{0 e}$ are the same as those in Fig. 8.6. The dashed line highlights the point where $f_{1 e} / f_{0 e}=1$. We also highlight the minimum, in each plot with a diamond mark.
case. So, whether $f_{0 e}=f_{1 e}$ is the optimal gate configuration will depend on the gate parameters. Nevertheless, for all the gates shown in Fig. 8.7 we can see that homogeneous frequencies result in infidelities which are very close to the menimum. Thus, taking $f_{0 e} \approx f_{1 e}$ seems like a good rule of thumb, and even for the H and $Z$ gates, going to regime where $f_{e 1} \gg f_{0 e}$ does not seem to yield much improvement.

The behavior of these curves is very intuitive if we look into the transition amplitudes for each gate. Among the single-loop gates, the $X$ gates displays the most drastic drop. This is due to the fact that both transition frequencies have the same modulus, so this maximizes the last term in Eq. (8.1), which introduces the $|e\rangle \leftrightarrow|d\rangle$ coupling. For that reason, the $X$ gate (or any other gate which differs by a complex phase in the transition amplitudes), is the most sensitive to this effect. Meanwhile, in the $Z$ gate we have $\omega_{0}=0$ and $\omega_{1}=1$. Hence, $f_{0 e}$ plays no role here and we do not observe any coupling between the dark and the excited states. For that reason we get a monotonically decreasing curve in Fig. 8.7. Finally, we should observe an intermediate behavior for other gates, such as the Hadamard gate. Whether taking $f_{0 e}=f_{1 e}$ or taking $f_{1 e} \gg f_{0 e}$ is truly optimal will depend on the ratio between the two transition amplitudes $\omega_{0}$ and $\omega_{1}$.

### 8.4 Two-qubit gates

We conclude our analysis by investigating a two-qubit gate. Our findings are quite analogous to the single-qubit results. Here we consider the Hamiltonians from Eq. (7.27). Just like in the RWA case, here we also have $\left[H_{0}^{(2)}(t), H_{1}^{(2)}(t)\right]=0$, so $H_{1}^{(2)}(t)$ only introduces a trivial phase in the relevant subspace span $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$. Moreover, we only consider local noise (we suppose that there is no collective decay). The master equation in this case reads

$$
\begin{equation*}
\frac{d \rho^{(2)}}{d t}=i\left[\rho^{(2)}, H_{0}^{(2)}(t)\right]+\gamma_{1} D(|g\rangle\langle e| \otimes I)+\gamma_{2} D(I \otimes|g\rangle\langle e|), \tag{8.7}
\end{equation*}
$$

where $\rho^{(2)}$ is the density matrix for the two-qubit state. For simplicity we also consider that $\gamma_{1}=\gamma_{2}=\gamma$. We perform simulations for the CZ gate, defined as

$$
\begin{equation*}
C Z=|0\rangle\langle 0| \otimes I+|1\rangle\langle 1| \otimes \sigma_{z} . \tag{8.8}
\end{equation*}
$$

It can be constructed by choosing $\theta=0$, and we show the results in Fig. 8.8. In this case, we opt for a much simpler space of input states. A uniform sampling of states for two-qubits is much harder than in the single-qubit scenario [304]. Therefore, we focus on a few cases of interest. In particular, we consider four different input states: $|+\rangle|+\rangle,|+\rangle|-\rangle,|-\rangle|+\rangle$, and $|-\rangle|-\rangle$. These states are useful because they yield maximally entangled states upon the application of the CZ gate. For instance, $C Z|+\rangle|+\rangle=(|0\rangle|+\rangle+|1\rangle|-\rangle) / \sqrt{2}$. Note how the application of the Hadamard gate in the second qubit results in the Bell state $(|00\rangle+|11\rangle) / \sqrt{2}$.


Figure 8.8: Infidelity of the CZ gate as a function of $\beta / f_{i}$. The dotted lines represent the RWA solution given by the Hamiltonian in Eq. (7.21). The infidelity is averaged over the input states $|+\rangle|+\rangle,|+\rangle|-\rangle,|-\rangle|+\rangle$, and $|-\rangle|-\rangle$. Other details are the same as those in Fig. 8.4.

Qualitatively, the results are very similar to what we have obtained for the singlequbit gates, demonstrating that two-qubit gates are also reasonably robust against this type of noise. Note however that their performance is much more similar to the $S$ gate in Fig. (8.4), which is a two-loop gate. So they are not as robust as the single-loop gates, such as the $X$ or H gates. A useful characteristic of this gate, however, is that the optimal inverse pulse length is very similar to the single-qubit scenario. This might be a useful experimental feature, since the the optimal pulse duration is of similar magnitude for both the single and two-qubit gates. Finally, note how the behavior in the limiting cases of strong dissipation or of very small counter-rotating frequencies is similar to what we
described at the end of Sec. 8.2 for the single-qubit gates. Moreover, note how we can visually observe, in this plot, how all the curves converge to the same value. As we have thoroughly discussed in Sec. 8.2; the strong decoherence spoils the protocol, and the final state is essentially unchanged. Thus, we can see that the infidelity converges to a value which is independent of $\beta / f_{i}$.

## Chapter 9

## Conclusion

In the first part of this dissertation we incorporated, through the Bayesian lens, concrete aspects of estimation theory into the collisional thermometry scheme. Our results showcased how the Bayesian framework provides an alternative point of view to thermometry, yielding further insights as a thermometric tool and also some practical advantages [240, 244]. The first aspect of this approach was the possibility of sequentially updating the temperature distribution based on the measurement outcomes. The estimators where then derived from those distributions, whose performance was then assessed through the Bayesian mean-square error. The Cramér-Rao bound and its Bayesian counterpart, the van Trees-Schützenberger inequality, were then used as some of the main benchmarks for the estimator performance. Thus, by investigating the asymptotic value of the Bayesian MSE, we performed a global analysis of protocol independently of particular values of the temperature, obtaining some of the optimal configurations for the model among the regimes which we have considered. Further generalizations, such as the use of collective measurements, are also possible. In that sense, we could also employ adaptive strategies [24, 28, 128, 231]; allowing us to optimize the coupling parameter $\gamma \tau_{S E}$ between the system and the bath, the probe state [230] or the basis )in the scenario of collective measurements). An extension of the model to continuous variables systems [305], and also the use of machine learning tools [306], are also promising research venues.

Naturally, our discussion only scratches the surface of what Bayesian thermometry can offer. A very natural direction to follow is the investigation of different estimators and prior distributions. Much progress has been made in Refs. [24, 240, 244] on this
topic. Additionally, Bayesian estimation very often helps dealing with difficulties which are particular or specific to the problem at hand, such as constraints, symmetries and even experimental challenges, by means of heuristic strategies [127, 164, 176, 179, 235, 240, 307].

Likewise, investigations which dwell into further and more general aspects of quantum estimation theory in a broader sense than presented here, such as alternative bounds to the CRB and the Van-Trees Schützenberger bound, are equally important [146]. See Refs. [308] and [309] and the discussion therein, which serve as quantum formulations of the Ziv-Zakai and Weiss-Weinstein bounds from classical estimation theory [310, 311]. The recent results in Refs. [307] and [312] also provide some illuminating ideas. A bigger focus on situations where data might be scarce is an additional scenario where Bayesian estimation might shine. Some important contributions have been made in, e.g., Refs. [23, 313, 314]. Finally, what should be clear at this point is that the global treatment is not limited either to the Bayesian and frequentist techniques, nor are the two frameworks mutually exclusive [119]. Some classical works [146, 148, 149] provide important instances of a fully Bayesian treatment. Similarly, the frequentist approach is just as useful when considering practical applications. At the end of the day, the advantages and the obstacles in each approach shifts in a case-by-case scenario, and it is left to the experimenter to evaluate their clarity and usefulness in each different context. It is also important to stress, as we have seen many times, that these tools are not restricted to thermometry. Rather, Bayesian estimation has found widespread success in the quantum metrology community for decades, in a plethora of different problems, albeit it has been far less employed in quantum thermometry, in part due to the very recent history of the field.

In the second part of this work we studied a time-optimal approach to non-adiabatic holonomic quantum computation based on $\Lambda$-type three-level systems. More specifically, we have further investigated the validity of the rotating-wave approximation in this model and its conjunction with open quantum system effects. We showed that there is a tradeoff in the gate operation time; shorter pulses can be used to protect the system against decoherence, but they are more fragile against imperfections brought from the RWA. Additionally, we were able to obtain the optimal parameters for typical experimental configurations of the $\Lambda$-system, allowing for an optimization of the gate performance in terms
of the pulse length.
Furthermore, we also explored the role of asymmetric frequencies in the performance of single-qubit gates. We found that different counter-rotating frequencies introduce a non-ideal coupling between the dark and the excited states of the $\Lambda$-Hamiltonian. For that reason, similar frequencies suppress the effect of this unwanted coupling, resulting in a sudden improvement of the gate performance in comparison to the asymmetrical configuration. For two-loop single-qubit gates on the other hand, we found that different counterrotating frequencies result in a very slight improvement. We believe that this might be a result of the non-Abelian character of the geometrical phases used in the construction of these gates. Nevertheless, in all scenarios, approximate (but not necessarily identical) frequencies resulted in a significant improvement. These aspects are a discussion of interest as far as real experiments are considered, since, besides their own idiosyncrasies and limitations, the platform of choice might deeply constrain how much these frequencies can be fine-tuned.

A few other important aspects of this model have been left out, and might be useful subjects of future investigations. One of these directions is how well other pulse shapes might fare, such as square and Gaussian pulse. The latter, for instance, has been previously used in real experiments for NHQC [279]. It might be interesting to ask what pulse shape yields the maximum achievable fidelity when both dissipation and the breakdown of the RWA are considered. In particular, as far as we are aware, it is an open question whether certain pulse shapes are more robust against any of these effects. Some similar investigations already exist [315, 316], and they might be an useful aid in this direction of study.

The use of time-dependent perturbation theory using, e.g., the Magnus expansion, might also provide some useful insight into the model for the dissipationless case. Unfortunately, we could not find much success in the use of perturbation theory in the scope of this dissertation, in a large part due to the complexity that Sech pulses introduce into these methods, resulting in unwieldy expressions. It is, however, possible to apply these techniques at lower orders for square and trigonometric pulses. This might provide some further insight into a few parts of this work, such as the optimality of asymmetric frequencies for two-loop single-qubit gates. Nevertheless, applying an analytical approach when
both counter-rotating contributions and open quantum system effects are considered is still a challenge.

Finally, among generalizations and future investigations, one can include extensions of our study into different implementations of the NQHC protocol for $\Lambda$-systems, such as the off-resonant scheme [280, 317], the single-loop scheme [281], environment-assisted implementations [318], path shortening [283], and time-optimal-control implementations [319, 320]. It would also be possible to include other type of open quantum system effects, such as dephasing and collective noise, or even other type of errors, such as imperfections on the pulse amplitude itself [276]. Extensions to the multi-qubit gates [321, 322] and strategies which possibly do not rely on RWA [323] also provide interesting research venues.

## Appendix A

## Vectorization

In this appendix we discuss the vectorization procedure. See Ref. [324] for an operational approach. In the field of quantum information, the concept is known as the Choi-Jamiołkowski isomorphism [325-328]. Under this isomorphism we can very conveniently define an operation known as the Hilbert-Schmidt inner product:

$$
\begin{equation*}
\operatorname{tr}\left\{A^{\dagger} B\right\}=\operatorname{vec}(A)^{\dagger} \operatorname{vec}(B) \tag{A.1}
\end{equation*}
$$

which, as written in this form, is based on a process known as vectorization, where one "stacks" the rows of a matrix into a single column:

$$
\operatorname{vec}\left(\begin{array}{ll}
a & b  \tag{A.2}\\
c & d
\end{array}\right):=\left(\begin{array}{l}
a \\
b \\
c \\
d
\end{array}\right) .
$$

In order to prove Eq. (A.1), we can write the trace of the product $A^{\dagger} B$ as:

$$
\begin{equation*}
\operatorname{tr}\left\{A^{\dagger} B\right\}=\sum_{i}\left(A^{\dagger} B\right)_{i i}=\sum_{i j} A_{i j}^{\dagger} B_{j i}=\sum_{i j}\left(A_{j i}^{*}\right)^{\dagger} B_{j i} \tag{A.3}
\end{equation*}
$$

Note however that if we can write the matrix $A$ as $A=\left(\begin{array}{llll}\vec{A}_{1} & \vec{A}_{2} & \ldots & \overrightarrow{A_{n}}\end{array}\right)$, where we define $\vec{A}_{i}$ as the $i$-th column of the matrix $A$, we can write the element $A_{j i}$ as $A_{j i}=\left(\vec{A}_{j}\right)_{i}$.

Thus, the previous equality becomes:

$$
\begin{equation*}
\operatorname{tr}\left\{A^{\dagger} B\right\}=\sum_{j}\left(\vec{A}_{i}^{*}\right)_{j}\left(\vec{B}_{i}\right)_{j}=\operatorname{vec}\left(A^{*}\right) \cdot \operatorname{vec}(B)=\operatorname{vec}(A)^{\dagger} \operatorname{vec}(B), \tag{A.4}
\end{equation*}
$$

as we wanted to show.
Another very important identity is the following:

$$
\begin{equation*}
\operatorname{vec}(A B C)=\left(C^{T} \otimes A\right) \operatorname{vec}(B) \tag{A.5}
\end{equation*}
$$

As a particular case, we can take either $A=I$ or $C=I$ to show that the product between two matrices can be expressed as:

$$
\begin{equation*}
A B=(I \otimes A) \operatorname{vec}(B)=\left(B^{T} \otimes I\right) \operatorname{vec}(A) \tag{A.6}
\end{equation*}
$$

To see this, note that the $k$-th row of this product can be written as:

$$
\begin{equation*}
(\overrightarrow{A B C})_{k}=A B \vec{C}_{k}=A \sum_{i} \vec{B}_{i} C_{i k} \tag{A.7}
\end{equation*}
$$

However we can split this sum in a more explicit way:

$$
(\overrightarrow{A B C})_{k}=\sum_{i}\left(A C_{i k}\right) \vec{B}_{i}=\left(\begin{array}{lll}
C_{1 k} A & C_{2 k} A & \ldots
\end{array}\right)\left(\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots
\end{array}\right) .
$$

The row vector however is simply $\left(\vec{C}_{k}^{T} \otimes A\right)$, and the second term can readily be identified as $\vec{B}$. Therefore, by stacking all the $(\overrightarrow{A B C})_{k}$ together we arrive at:

$$
A \vec{B} C=\left(\begin{array}{c}
\vec{C}_{1}^{T} \otimes A  \tag{A.8}\\
\vec{C}_{2}^{T} \otimes A \\
\vdots
\end{array}\right) \vec{B}=\left(C^{T} \otimes A\right) \operatorname{vec}(B)
$$

which is the identity we wanted to prove.

## Appendix B

## Bayesian inference for correlated

## ancillae

In this appendix we show how Eq. (5.4) can be decomposed in a more general manner. From (5.2), we can write:

$$
\begin{align*}
P\left(X_{1}, \ldots, X_{n} \mid T\right)= & P\left(X_{n} \mid T, X_{1}, \ldots, X_{n-1}\right) \\
& \times P\left(X_{n-1} \mid T, X_{1}, \ldots, X_{n-2}\right) \\
& \times \ldots  \tag{B.1}\\
& \times P\left(X_{2} \mid T, X_{1}\right) \\
& \times P\left(X_{1} \mid T\right) .
\end{align*}
$$

Each of these transition probabilities can all be calculated directly from the model. For instance, we can write $P\left(X_{2} \mid X_{1}\right)=\operatorname{tr}\left(M_{2} M_{1} \rho_{A_{1} A_{2}}\right) / \operatorname{tr}\left(M_{1} \rho_{A_{1} A_{2}}\right)$.

Focusing on the case where $T$ is discretized into steps $T_{k}$, we can now generalize Eq. (5.10) to

$$
\begin{equation*}
L_{k n}=\sum_{i=1}^{n} \ln p\left(X_{i} \mid T_{k}, X_{1}, \ldots, X_{i-1}\right) . \tag{B.2}
\end{equation*}
$$

By using Eq. (B.2) in the place of Eq. (5.10), the construction from chapter 5 remains valid, even when considering dependent outcomes. In other words, the formalism itself remains the same, and we should just be careful to simply incorporate the correlations into the likelihood.

Since the results of Fig. 5.1 show that the mutual information decays exponentially with the distance between the ancillas, one does not need, in practice, to retain the full hierarchy of distributions in Eq. (B.2). It is possible, instead, to perform a truncation at a finite Markov order. For the sake of the example, let us consider the case where only nearest-neighbor correlations are important. We may then approximate:

$$
\begin{equation*}
L_{k n} \simeq \sum_{i=1}^{n} \ln P\left(X_{i} \mid T_{k}, X_{i-1}\right), \tag{B.3}
\end{equation*}
$$

where $P\left(X_{i} \mid T_{k}, X_{i-1}\right)$ forms essentially a Markov chain. This feature is very useful, since it is hard to handle the theoretical model due to the exponentially-increasing dimensions of the Hilbert space as extra ancillae are considered. Meanwhile, dealing with a small Markov order is analytically/numerically tractable.

## Appendix C

## Uniform sampling over the Bloch sphere

In this section we describe an algorithm to approximately distribute points on a sphere in an uniform manner. A common approach to this problem consists in randomly sampling these points with respect to the Haar measure [276]. However, since computing the fidelity for a large number of points is computationally expensive, we turn instead to a simple algorithm called Fibonacci lattice (or nodes), which is a reasonable approximation to deterministically distribute states over the Bloch sphere. This approach is used to map points from a Fibonacci lattice in a square onto the surface of a sphere through a cylindrical equal area projection [329]. This is advantageous due to the fact that it is possible to get a uniform distribution even for a small number of points, while random methods usually require a larger sample size.


Figure C.1: Uniform disitrubion of points using the Fibonnaci notes algorithm. We denote the polar and azymuthal angles by $\alpha$ and $\varphi$, respectively. We plot (left) the points sampled from a uniform distribution on $(\alpha, \varphi)$ and (right) the points sampled by using the algoritm.

This type of procedure is motivated by the fact that in the naive approach, where one uniformly samples the spherical angles, the density of points is strongly skewed towards the poles. This can been seen in Fig. (C.1), where we compare the uniform sampling with the the algorithm. The procedure for a set of $N$ points works as follows:

1. Uniformly sample the $z$-coordinates $z_{n}$ from the interval $[-1,1]$
2. Distribute the azimuthal angle according to $\varphi_{n}=2 \pi \Phi n$, where $\Phi=(1+\sqrt{5}) / 2$ is the golden ratio
3. Take $x_{n}=\sqrt{1-z_{n}^{2}} \cos \varphi_{n}$ and $y_{n}=\sqrt{1-z_{n}^{2}} \sin \varphi_{n}$

The desired set of points will be given by the set of triples $\left(x_{n}, y_{n}, z_{n}\right)$ for $n=1, \ldots, N$. See an implementation below, in the Table C.1:

```
FibonacciNodes[np ]:=Module[{x, y, z, r, 人},
```



```
r= \sqrt{}{1-z}
\alpha=(2\pi N@GoldenRatio) (Range@np);
Transpose@{r Cos[\alpha], r Sin[\alpha],z}
]
```

Table C.1: Mathematica code for the Fibonacci nodes algorithm.

```
FibonacciStates[np_]:=Module[{\alpha\varphiList, \psi},
\psi[\alpha-, \varphi- ]:=Cos[ [ 
(*(x, y, z) -> (Polar, Azymuthal) *)
\alpha\varphiList=(ToSphericalCoordinates@FibonacciNodes[np])[[All,{2,3}]];
(*Removes singularities*)
(*Psi_1, Psi_2, ..., Psi_n*)
\psi@@\alpha\varphiList/.{Indeterminate-> 0}
]
```

Table C.2: Generates a set of points in the Bloch sphere from the Fibonacci nodes algorithm.

For our purposes, this procedure can be used to uniformly generate points on the Bloch sphere. The Mathematica code which generates a list containing uniformly distributed states over the Bloch sphere is shown in Table C.2.

One of the advantages of this method is that it is really simple to implement, and since the points are not distributed randomly, we can get a reasonably uniform distribution even for a small number of points. Of course, if one is interested in methods which randomly distribute the points more canonical approaches are also available [330]. For a pedagogical discussion on the Haar measure and how to apply it to quantum information theory in the random sampling of unitaries and quantum states, see Ref. [304].
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[^1]:    ${ }^{1}$ The probability of each outcome is computed from the same probability distribution, in this case from Eq. (2.5), and each trial is independent.

[^2]:    ${ }^{2}$ In order to make the notation less cluttered, we express $\hat{\theta}(\cdot)$ simply as $\hat{\theta}$.

[^3]:    ${ }^{3}$ The German tank problem is a historical problem which is very similar to this example [78].

[^4]:    ${ }^{4}$ As its alternative name indicates, it is more correct to think of the KL divergence as a notion of entropy. In a way, information theory provides a better interpretation of this quantity. If we write the Shannon entropy of $p$ as $H(p):=-\sum_{x} p(x) \log p(x)$ and its cross-entropy with $q$ as $H(p, q):=-\sum_{x} p(x) \log q(x)$, we can actually show that the identity $D(p \| q)=H(p, q)-H(q)$ holds. Therefore, we might think of $D(p \| q)$ as an entropy gain, or how much extra information (bits) should be provided in the context of e.g., optimal encoding, when we use a distribution $q$ instead of a distribution $p$ [82] (pp.19-21). This also makes clear why the relative entropy is not symmetric in general.
    ${ }^{5} \mathrm{~A}$ statistical-oriented interpretation of this distribution is to express the KL divergence as the expected value of the likelihood ratio [83] between $p$ and $q$ [84], as we see in the middle term of Eq. (2.22).

[^5]:    ${ }^{1}$ In the more general case where correlations might be present, the updated distribution would need to be conditioned both on $\theta$ and on the previous outcomes $X_{1}, \ldots, X_{n}$. We would then rewrite Eq. (3.4) as $p\left(\theta \mid X_{n+1} X_{n} \ldots X_{1}\right) \propto p\left(X_{n+1} \mid \theta, X_{n} \ldots X_{1}\right) p\left(\theta \mid X_{n} \ldots X_{1}\right)$.

[^6]:    ${ }^{1}$ For a more detailed derivation of the upcoming results and a better motivation of the definitions of the SLD, see Refs. [146] and [148] (p. 266).
    ${ }^{2}$ To prove this, note that we can write $\operatorname{Tr}\left\{A_{1} A_{2} \ldots A_{n}\right\}=\operatorname{Tr}\left\{\left(A_{n}^{\dagger} \ldots A_{2}^{\dagger} A_{1}^{\dagger}\right)^{\dagger}\right\}=\operatorname{Tr}\left\{\left(A_{n} \ldots A_{2} A_{1}\right)^{\dagger}\right\}=$ $\left(\operatorname{Tr}\left\{A_{n} \ldots A_{2} A_{1}\right\}\right)^{*}$, since the operators inside the trace are all hermitian. Naturally, $\rho_{\theta}, \Lambda_{\theta}$ and $M_{x}$ are all hermitian as well, so this property holds in the derivation of Eq. (4.9).

[^7]:    ${ }^{3}$ Here we commit a slight abuse of notation. By writing $p\left(X=B_{i} \mid \nu\right)$ we refer to the probability of measuring the system in the state $\left|B_{i}\right\rangle$, conditioned on the parameter $\nu$.

[^8]:    ${ }^{4}$ See, e.g., Ref. [164] (p. 3) and the discussion therein.

[^9]:    ${ }^{5}$ See Ref. [172] for a discussion in the case of pure states.

[^10]:    ${ }^{6}$ In more generality, the result from Ref. [180] states that by defining the state $\tilde{\rho}_{\nu}:=(1-\nu) \tilde{\rho}+\frac{\nu}{\operatorname{dim} \mathcal{H}} I$, where $\mathcal{H}$ is the finite-dimensional underlying Hilbert space, one can write the QFI of the state $\tilde{\rho}$ as $\mathcal{F}(\rho)=$ $\lim _{\nu \rightarrow 0} \mathcal{F}\left(\tilde{\rho}_{\nu}\right)$. This strategies is also used to deal with discontinuities.
    ${ }^{7}$ Since we are dealing with pure states, simple formulas which do not depend on vectorization can be found in any standard reference [11, 159]. We insist in these formulas for conciseness, because these are the only ones we are going to use in future sections.

[^11]:    ${ }^{8}$ Suppose that a parameter $\eta$ depends on another parameter of interest $\theta$. The rule states that $F(\eta)=$ $\left(\frac{d \eta}{d \theta}\right)^{2} F(\theta)$.
    ${ }^{9}$ However, we briefly mention that mixed states are also considered, the optimal configuration is much different [178].

[^12]:    ${ }^{10}$ For a review in quantum thermodynamics instead, see Ref. [207].

[^13]:    ${ }^{11}$ The terms collision models or repeated interaction models ofter appear in the literature as well. Moreover, note how some adjacent formulations - which might not be strictly regarded as collisional models also exist in the literature, such as the recent work from Ref. [227].

[^14]:    ${ }^{12}$ This choices not unique. For instance, Refs. [230] and [231] employ a different interaction, where

[^15]:    ${ }^{1}$ As a practical example, consult the Sec. 6 of Ref. [128], where they discuss different problems in quantum metrology, such as the phase-estimation in a quantum harmonic oscillator. This example also shows how insisting on unbiased estimators might result in unphysical scenarios.
    ${ }^{2}$ The reader may consult Ref. [239] for a very through discussion on the differences and the application of frequentist and Bayesian statistics in quantum metrology, albeit with some particular considerations for

[^16]:    the problem of phase estimation. See also Ref. [235] for a more general review on Bayesian statistics and its applications in physics.
    ${ }^{3}$ In the case of classical thermometry, Prosper was able to employ Bayesian estimation in his seminal work, putting forth temperature estimation as a scale estimation problem, in an early study [241].

[^17]:    ${ }^{4}$ Curiously, it has been shown recently that it is possible to link such a scenario of stochastic waitingtimes to collisional models where ancilla-ancilla correlations are present [248]. This type of implementation is often associated with non-Markovian behaviour [249, 250].

[^18]:    ${ }^{1}$ An earlier description of the phenomenon was given by Pancharatnam [258] for polarized light in terms of the Poincaré sphere [259]. T. Kato also made significant observations about the adiabatic theorem and its geometrical aspects during the early 50's [260]. However, the physical relevance of the geometrical phases as we know today still went unnoticed by him at the time. A through discussion and the historical considerations of his work can be found in [261].

[^19]:    ${ }^{1}$ One way to justify this claim is by employing the Magnus expansion [285, 286] for the unitary evolution. We get leading correction terms of order $O\left(\Omega / f_{e j}\right)$, which are negligible whenever $\Omega / f_{e j} \ll 1$.

[^20]:    ${ }^{2}$ This is a slight abuse of notation, since $U(C)$ is still a $3 \times 3$ matrix and proper projection operators should be rectangular matrices for our intended purpose. Nevertheless, $U(C)|e\rangle=0$ so, unless explicitly stated, we write all the unitaries and relevant operators in the subspace of the qubit states for simplicity.
    ${ }^{3}$ To see this, note that Eq. (7.14) can be alternatively written as $U(C)=i e^{-i \frac{1}{2} \pi(\boldsymbol{n} \cdot \boldsymbol{\sigma})}[45,281]$.

[^21]:    ${ }^{4}$ Of course, other formulations are also possible. For instance, in transmon qubits the state $|0\rangle$ is already encoded into the ground state and there is no further low-lying level $|g\rangle$. Thus, in [279] decoherence is modeled by considering the dephasing dissipators $D_{\rho}(|1\rangle\langle 1|-|0\rangle\langle 0|)$ and $D_{\rho}(|e\rangle\langle e|-|0\rangle\langle 0|)$.

