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#### Abstract

Discontinuous phase transitions out of equilibrium can be characterized by the behavior of macroscopic stochastic currents. But while much is known about the average current, the situation is much less understood for higher statistics. In this paper, we address the consequences of the diverging metastability lifetime-a hallmark of discontinuous transitions-in the fluctuations of arbitrary thermodynamic currents, including the entropy production. In particular, we center our discussion on the conditional statistics, given which phase the system is in. We highlight the interplay between integration window and metastability lifetime, which is not manifested in the average current, but strongly influences the fluctuations. We introduce conditional currents and find, among other predictions, their connection to average and scaled variance through a finite-time version of large deviation theory and a minimal model. Our results are then further verified in two paradigmatic models of discontinuous transitions: Schlögl's model of chemical reactions, and a 12-state Potts model subject to two baths at different temperatures.
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## I. INTRODUCTION

In microscopic systems, currents of heat, work, and entropy production must be treated as random variables, which fluctuate over different runs of an experiment [1,2]. This represents a paradigm shift in thermodynamics, and has already led to fundamental advancements in the field, such as fluctuation theorems [3-8] and, more recently, the discovery of thermodynamic uncertainty relations [9-13]. It also entails practical consequences, e.g., in the design of Brownian engines [14-17], molecular motors [18-21], information-driven devices [22,23], and bacterial baths [24]. In these systems, both the output power [13,25] and the efficiency [26-29] may fluctuate significantly, leading to possible violations of macroscopic predictions, such as the Carnot limit [14].

A scenario of particular interest is that of nonequilibrium steady states (NESSs), which occur when a system is placed in contact with multiple reservoirs at different temperatures $T_{i}$ and/or chemical potentials $\mu_{i}$. NESSs are characterized by finite currents of energy and matter, and thus also a finite entropy production rate $\sigma_{t}[1,30-33]$. At the stochastic level, these become fluctuating quantities, associated to a probability distribution. Understanding the behavior of said distributions constitutes a major area of research, as they form the basis for extending the laws of the thermodynamics towards the microscale, providing insights in nontrivial properties of nonequilibrium physics. Of particular interest is their behavior across nonequilibrium phase transitions [34]. Most of our understanding, however, is centered on the

[^0]average current. For instance, the average entropy production rate has been found to be always finite around the transition point, with the first derivative either diverging, in continuous transitions [35-41], or presenting a jump in discontinuous ones [ $38,39,42$ ]. These clear signatures suggest, in fact, that the average entropy production could even be used to classify the type of transition. Conversely, the behavior of higher order statistics, such as the variance, is much less understood.

Cumulants of thermodynamic currents are usually assessed via numerical approaches, such as Monte Carlo simulations [39], or large deviation theory (LDT) [7,43-47]. In both cases, cumulants are computed from long-time sample averages, integrated over a time window $\tau$. Ultimately, one is interested in taking $\tau \rightarrow \infty$, at least in principle. But in systems presenting discontinuous transitions this can become an issue, since the phase coexistence is characterized by states with very long metastability lifetimes $\tau_{m}$. In fact, $\tau_{m}$ increases exponentially with the system volume $V$, which is a consequence of the discontinuous nature of the transition (for continuous transitions these divergences are algebraic). As a consequence, the order of the limits $\tau \rightarrow \infty$ and $V \rightarrow \infty$ becomes nontrivial [48].

In this paper we approach this issue by introducing the idea of conditional currents, given which phase the system is in. We focus, in particular, on the diffusion coefficient (scaled variance). We formulate a finite-time large deviation theory, which neatly highlights the nontrivial interplay between $\tau$ and $\tau_{m}$. This is then specialized to a minimal two-state model, that is able to capture the key features of the problem and also provides useful predictions. These are then tested on two paradigmatic examples of discontinuous transitions: Schlögl's model of chemical kinetics, and a 12 -state Potts model subject to two baths at different temperatures.

This paper is organized as follows: Section II presents the main concepts and assumptions considered. The conditional
large deviation theory is developed in Sec. III and then specialized to a minimal model in Sec. IV. Applications are then considered in Sec. V and our conclusions are summarized in Sec. VI.

## II. MODELS AND ASSUMPTIONS

We consider a stochastic system $X(t)$ undergoing Markovian evolution. For simplicity, we assume continuous time and a discrete (possibly infinite) set of states $X(t) \in \mathcal{S}$. The system probability $p_{x}(t)$ is assumed to evolve according to the master equation [49]

$$
\begin{equation*}
\dot{p}_{x}(t)=\sum_{y}\left\{W_{x y} p_{y}-W_{y x} p_{x}\right\}:=\sum_{y} \mathbb{W}_{x y} p_{y}, \tag{1}
\end{equation*}
$$

where $W_{x y} \equiv W_{y \rightarrow x}$ denotes the transition rates from $y$ to $x$ and $\mathbb{W}_{x x} \equiv-\sum_{y \neq x} W_{y x}$. The dynamics is taken to be ergodic, and such that $W_{x y}>0$ whenever $W_{y x}>0$, ensuring the system will relax to a unique steady state $p_{x}^{*}$. In general, $p_{x}^{*}$ will be a NESS.

This NESS is also assumed to undergo a discontinuous transition by changing a certain control parameter $\lambda$ to a threshold value $\lambda_{c}$. This means that in the vicinity of $\lambda_{c}$, there will exist a bistable region characterized by configurations with very long lifetimes. The two phases are labeled as 0 (for $\lambda<\lambda_{c}$ ) and 1 (for $\lambda>\lambda_{c}$ ). We monitor the phases by defining an indicator random variable $I_{t}=0,1$ (henceforth called the phase indicator), which specifies in which phase the system is at time $t$. This can always be done by partitioning the set of states $\mathcal{S}$ into two subsets, $\mathcal{S}_{0}$ and $\mathcal{S}_{1}$, representing each phase. The criteria for doing so is model dependent, and will be discussed further below. The probability of finding the system in phase 1 , in the NESS, is then $q \equiv E\left(I_{t}\right)=\operatorname{Pr}\left(I_{t}=1\right)$. We will also use the notation $q_{1}=q$ and $q_{0}=1-q$, when convenient.

The crucial aspect of discontinuous transitions is that, when the volume $V$ is large, transitions between coexisting phases become extremely rare. The system will thus be governed by two very distinct timescales: one describing fast relaxation within each phase and another describing seldom transitions between the phases. The latter will be referred to as the metastability lifetime $\tau_{m}$, and usually grows exponentially with $V$ [50].

We consider the consequences of this type of scaling to the behavior of a generic integrated thermodynamic current. Given a certain time integration window $\tau$, such a current may be defined as [11]

$$
\begin{equation*}
\mathcal{J}_{\tau}=\int_{0}^{\tau} d t \sum_{y, z} d_{y z} \delta_{X\left(t^{-}\right), y} \delta_{X\left(t^{+}\right), z}, \tag{2}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta, $X\left(t^{ \pm}\right)$is the state of the system immediately before and after a transition, and $d_{y z}$ is a function satisfying $d_{y z}=-d_{z y}$, which defines the current in question. In the limit $\tau \rightarrow \infty$, such a current will behave according to a large deviation principle [46]. But due to the sensitive interplay between $\tau$ and $\tau_{m}$, we will not assume $\tau \rightarrow \infty$, as is customary. Instead, we will analyze the behavior of $\mathcal{J}_{\tau}$ as a function of $\tau$. More specifically, our interest is in the regime where $\tau$ is large compared to the "within-phase"
timescales, but not necessarily larger than the metastability lifetime $\tau_{m}$. We will also focus on both the average $J_{\tau}$, and diffusion coefficient (scaled variance) $D_{\tau}$, defined as

$$
\begin{equation*}
J_{\tau}=E\left(\mathcal{J}_{\tau}\right) / \tau, \quad D_{\tau}=\left[E\left(\mathcal{J}_{\tau}^{2}\right)-E\left(\mathcal{J}_{\tau}\right)^{2}\right] /(2 \tau) \tag{3}
\end{equation*}
$$

It turns out that $J_{\tau} \equiv J$ is independent of $\tau$, irrespective of whether $\tau$ is large or not [46]. Conversely, for $D_{\tau}$, this will be the case if and only if $\tau \gg \tau_{m}$.

The main feature we introduce in this paper is the notion of conditional currents, given which phase $i=0,1$ the system is in. Inserting the identity $1=\left(1-I_{t}\right)+I_{t}$ inside the integral (2) allows us to define the current when the system is in phase 1 as

$$
\begin{equation*}
\mathcal{J}_{\tau \mid 1}=\int_{0}^{\tau} d t I_{t^{+}} \sum_{y, z} d_{y z} \delta_{X\left(t^{-}\right), y} \delta_{X\left(t^{+}\right), z} \tag{4}
\end{equation*}
$$

The current $\mathcal{J}_{\tau \mid 0}$ is defined similarly, but with $1-I_{t}$ instead. There is an ambiguity here as to whether we use $I_{t^{-}}$or $I_{t^{+}}$. But this only affects those jumps in which $I_{t^{-}}=0(1)$ and $I_{t^{+}}=1(0)$, which are extremely rare compared to all others. It is important to clarify, at this point, that while the current (4) is conditioned on which phase the system is in, the dynamics itself is unconditional; that is, the system is still allowed to transition freely between phases. One could also analyze the currents for a conditional dynamics, where a reflecting barrier is placed between the phases, trapping the system in one phase or another. The relation between these two scenarios is discussed in Sec. III C.

From Eq. (4), the total current (2) is then recovered as

$$
\begin{equation*}
\mathcal{J}_{\tau}=\mathcal{J}_{\tau \mid 0}+\mathcal{J}_{\tau \mid 1} \tag{5}
\end{equation*}
$$

an identity which holds at the stochastic level.
The conditional first moments are defined as

$$
\begin{equation*}
\mu_{i}=\frac{E\left(\mathcal{J}_{\tau \mid i}\right)}{\tau q_{i}} \tag{6}
\end{equation*}
$$

where the factor of $q_{i}$ in the denominator is placed to compensate for the varying times the system spends in each phase. The average current is thus decomposed as

$$
\begin{equation*}
J=(1-q) \mu_{0}+q \mu_{1} \tag{7}
\end{equation*}
$$

As with $J$, the conditional averages $\mu_{i}$ will be shown below to also be independent of $\tau$.

Similarly, we define conditional diffusion coefficients

$$
\begin{equation*}
D_{\tau \mid i}=\frac{E\left(\mathcal{J}_{\tau \mid i}^{2}\right)-E\left(\mathcal{J}_{\tau \mid i}\right)^{2}}{2 \tau q_{i}} \tag{8}
\end{equation*}
$$

which represent the fluctuations of the system within each phase. From Eq. (5), we therefore see that the diffusion coefficient $D_{\tau}$ in Eq. (3) is split into three terms:

$$
\begin{equation*}
D_{\tau}=(1-q) D_{\tau \mid 0}+q D_{\tau \mid 1}+C_{\tau}, \quad C_{\tau}:=\frac{1}{\tau} \operatorname{cov}\left(\mathcal{J}_{\tau \mid 0}, \mathcal{J}_{\tau \mid 1}\right) \tag{9}
\end{equation*}
$$

where $\operatorname{cov}(A, B)=E(A B)-E(A) E(B)$ is the covariance between conditional currents $A$ and $B$, and is expected to be significant only in the vicinity of the transition point.

## III. LARGE DEVIATION THEORY

To shed light on the behavior of conditional currents, we consider here a finite-time version of large deviation theory $[46,51-53]$. We begin with the unconditional quantities, and then adapt our results to the conditional case. Let $G_{\tau}(\eta)=E\left(e^{\eta \mathcal{J}_{\tau}}\right)$ denote the moment generating function (MGF) associated to the current (2). Decomposing it as $G_{\tau}(\eta)=\sum_{x} E\left(e^{\eta \mathcal{J}_{\tau}} \mid X_{\tau}=x\right) p_{x}(\tau)=\sum_{x} G_{x}(\eta)$, we find that the entries $G_{x}(\eta)$ will evolve according to equation

$$
\begin{equation*}
\frac{d G_{x}(\eta)}{d \tau}=\sum_{y} \mathbb{L}_{x y}(\eta) G_{y}(\eta) \tag{10}
\end{equation*}
$$

where the tilted operator $\mathbb{L}(\eta)$ depends on both the transition matrix $\mathbb{W}$ in Eq. (1), and the type of current in question, according to

$$
\begin{equation*}
\mathbb{L}(\eta)_{x y}=e^{\eta d_{x y}} \mathbb{W}_{x y}, \tag{11}
\end{equation*}
$$

where, recall, $d_{x x}=0$. To evaluate $J$ and $D_{\tau}$, we only require the series expansion of $\mathbb{L}(\eta)$, which we write as $\mathbb{L}(\eta)=\mathbb{W}+$ $\eta L_{1}+\eta^{2} L_{2}$, for matrices $L_{1(2)}$ given by

$$
\begin{equation*}
\left(L_{1}\right)_{x y}=W_{x y} d_{x y}, \quad\left(L_{2}\right)_{x y}=W_{x y} d_{x y}^{2} / 2 \tag{12}
\end{equation*}
$$

## A. Unconditional cumulants

We denote by $|\boldsymbol{p}\rangle$ the column vector whose entries are the steady-state distribution $p_{x}^{*}$, and $\langle\mathbf{1}|$ the row vector with all entries equal to 1 . Then, as discussed further in Appendix, the first moment can be written, for arbitrary $\tau$, as

$$
\begin{equation*}
J_{\tau} \equiv J=\langle\mathbf{1}| L_{1}|\boldsymbol{p}\rangle, \tag{13}
\end{equation*}
$$

which is independent of $\tau$, as expected. Conversely, the diffusion coefficient is written as

$$
\begin{align*}
D_{\tau}= & \langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle+\frac{1}{\tau} \int_{0}^{\tau} d \tau^{\prime} \int_{0}^{\tau^{\prime}} d \tau^{\prime \prime} \\
& \times\langle\mathbf{1}| L_{1} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} L_{1}|\boldsymbol{p}\rangle-\frac{J^{2} \tau}{2} . \tag{14}
\end{align*}
$$

We can also obtain a more explicit expression if we assume that $\mathbb{W}$ is diagonalizable, with eigenvalues $\lambda_{i}$, right eigenvectors $\mathbb{W}\left|\boldsymbol{x}_{i}\right\rangle=\lambda_{i}\left|\boldsymbol{x}_{i}\right\rangle$, and left eigenvectors $\left\langle\boldsymbol{y}_{i}\right| \mathbb{W}=\left\langle\boldsymbol{y}_{i}\right| \lambda_{i}$. Since the steady state is unique, one eigenvalue must be zero, say $\lambda_{0}=0$. The corresponding eigenvectors are then $\left|x_{0}\right\rangle=$ $|\boldsymbol{p}\rangle$ and $\left\langle\boldsymbol{y}_{0}\right|=\langle\mathbf{1}|$. Carrying out the integrals one then finds that

$$
\begin{equation*}
D_{\tau}=\langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle+\sum_{i \neq 0}\langle\mathbf{1}| L_{1}\left|\boldsymbol{x}_{i}\right\rangle\left\langle\boldsymbol{y}_{i}\right| L_{1}|\boldsymbol{p}\rangle\left(\frac{e^{\lambda_{i} \tau}-1-\lambda_{i} \tau}{\lambda_{i}^{2} \tau}\right) \tag{15}
\end{equation*}
$$

where we used the orthogonality relation $\left\langle\mathbf{1} \mid \boldsymbol{x}_{\boldsymbol{i}}\right\rangle=0$, for $i \neq 0$. This expression makes it clear that $D_{\tau}$ will depend sensibly on the interplay between $\tau$ and all eigenvalues $\lambda_{i}$ of $\mathbb{W}$. If $\tau \gg 1 /\left|\lambda_{i}\right|$, for all eigenvalues $\lambda_{i} \neq 0$, then the term $e^{\lambda_{i} \tau}-1$ may be neglected, leading to the widely used expression from large deviation

$$
\begin{equation*}
D_{\tau}=\langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle-\langle\mathbf{1}| L_{1} \mathbb{W}^{+} L_{1}|\boldsymbol{p}\rangle, \tag{16}
\end{equation*}
$$

where $\mathbb{W}^{+}=\sum_{i \neq 0} \lambda_{i}^{-1}\left|\boldsymbol{x}_{i}\right\rangle\left\langle\boldsymbol{y}_{i}\right|$ is the Moore-Penrose pseudoinverse of $\mathbb{W}$ (see Appendix for more details). Close
to the transition point, there will appear a clear separation of timescales in the eigenvalues $\lambda_{i}$. At least one eigenvalue will be very small, of the order $\lambda_{i} \sim-1 / \tau_{m}$, while all others will be much larger (describing the within-phase dynamics). If $\tau$ is large compared to these timescales, but not with respect to $\tau_{m}$, then the approximation taking Eq. (15) to (16) will not hold true. And since $\tau_{m}$ scales exponentially with the volume, as we approach the thermodynamic limit, larger and larger values of $\tau$ have to be considered. This is a direct illustration of the noncommutativity of the limits $\tau \rightarrow \infty$ and $V \rightarrow \infty$.

## B. Conditional cumulants

Equations (13) and (14) also apply to the conditional currents (4). One simply has to modify accordingly the tilted operator $\mathbb{L}(\eta)$ or, what is equivalent, the matrices $L_{1}$ and $L_{2}$ in Eq. (12). For each conditional current $\mathcal{J}_{\tau \mid i}$, we define a projection operator $\Pi^{i}$ such that $\Pi_{x y}^{1}=\delta_{x, y} \sum_{z \in S_{i}} \delta_{y, z}$; i.e., which projects onto the states $\mathcal{S}_{i}$ associated to phase $i=0,1$. The corresponding tilted operator will then be defined similarly, but with a current of the form $d_{x y}^{i}=d_{x y} \Pi_{y y}^{i}$, which means one should use instead matrices $L_{1} \Pi^{i}$ and $L_{2} \Pi^{i}$.

Equation (13) then yields, taking also into account the factor $q_{i}$ in the denominator,

$$
\begin{equation*}
\mu_{i}=\frac{1}{q_{i}}\langle\mathbf{1}| L_{1} \Pi^{i}|\boldsymbol{p}\rangle . \tag{17}
\end{equation*}
$$

Proceeding similarly with Eq. (14), we find

$$
\begin{align*}
D_{\tau \mid i}= & \frac{\langle\mathbf{1}| L_{2} \Pi^{i}|\boldsymbol{p}\rangle}{q_{i}}+\frac{1}{\tau q_{i}} \int_{0}^{\tau} d \tau^{\prime} \int_{0}^{\tau^{\prime}} d \tau^{\prime \prime} \\
& \times\langle\mathbf{1}| L_{1} \Pi^{i} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} L_{1} \Pi^{i}|\boldsymbol{p}\rangle-\frac{\mu_{i}^{2} q_{i} \tau}{2} . \tag{18}
\end{align*}
$$

And to obtain the covariance in Eq. (9), we simply subtract the combination $(1-q) D_{\tau \mid 0}+q D_{\tau \mid 1}$ from $D_{\tau}$ in Eq. (14). Recalling that $\Pi^{0}+\Pi^{1}=1$, this then yields

$$
\begin{align*}
C_{\tau}= & \frac{1}{\tau} \int_{0}^{\tau} d \tau^{\prime} \int_{0}^{\tau^{\prime}} d \tau^{\prime \prime}\langle\mathbf{1}| L_{1} \Pi^{0} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} L_{1} \Pi^{1}|\boldsymbol{p}\rangle \\
& +\frac{1}{\tau} \int_{0}^{\tau} d \tau^{\prime} \int_{0}^{\tau^{\prime}} d \tau^{\prime \prime}\langle\mathbf{1}| L_{1} \Pi^{1} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} \\
& \times L_{1} \Pi^{0}|\boldsymbol{p}\rangle-q(1-q) \mu_{0} \mu_{1} \tau \tag{19}
\end{align*}
$$

Concerning the timescales of the discontinuous transition, we notice that all diffusion coefficients, $D_{\tau}, D_{\tau \mid i}$, and $C_{\tau}$, are subject to a similar dependence, which is ultimately associated with the matrix $e^{\mathbb{W}\left(\tau-\tau^{\prime}\right)}$. Thus, one expects that all quantities should scale similarly with $\tau$.

## C. Conditioning on the dynamics

There is a subtle, but crucial difference between conditioning the currents and conditioning the dynamics. Equation (4) is an instance of the former: the current is conditioned on which phase the system is in, but $X(t)$ is still free to jump from one phase to the other. Alternatively, one could define a conditional dynamics, where the system is forced to remain only within a certain phase. This could be accomplished, for
instance, by splitting the transition matrix $\mathbb{W}$ in Eq. (1) into blocks of the form

$$
\mathbb{W}=\left(\begin{array}{ll}
\mathbb{W}_{00} & \mathbb{W}_{01}  \tag{20}\\
\mathbb{W}_{10} & \mathbb{W}_{11}
\end{array}\right)
$$

referring to the two subsets $\mathcal{S}_{0}$ and $\mathcal{S}_{1}$ of each phase. A conditional dynamics, given phase $i$, is one that is governed by the restricted matrix $\mathbb{W}_{i i}$ (with appropriate adjustments at the boundaries to ensure that it remains a proper transition matrix).

One can similarly adapt Eqs. (13) and (14) to this case. Let $\left|\boldsymbol{p}^{i}\right\rangle$ denote the steady state of $\mathbb{W}_{i i}$. For large volumes, since the two phases will be well separated, this will be quite similar to $\frac{1}{q_{i}} \Pi^{i}|\boldsymbol{p}\rangle$. Applying Eq. (13) will then yield exactly the same first moment $\mu_{i}$ in Eq. (17). Hence, as far as the first moments are concerned, the distinction between conditional currents and conditional dynamics is thus irrelevant.

However, for the diffusion coefficients this is absolutely crucial. The reason is associated with the matrix exponential $e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)}$ in Eq. (14). Conditioning on the dynamics would lead instead to a matrix $e^{\mathbb{W}_{i i}\left(\tau^{\prime}-\tau^{\prime \prime}\right)}$. Since $\mathbb{W}_{i i}$ is essentially $\Pi^{i} \mathbb{W} \Pi^{i}$ (except for small modifications at the boundaries), we therefore see that the problem amounts to the difference between $\Pi^{i} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} \Pi^{i}$ (conditioning on the currents) and $e^{\Pi^{i} \mathbb{W}} \Pi^{i}\left(\tau^{\prime}-\tau^{\prime \prime}\right)$ (conditioning on the dynamics). The two objects are drastically different. The diffusion coefficients obtained by conditioning the dynamics, which we shall henceforth refer to as $\gamma_{\tau \mid i}$, will thus be fundamentally different from the diffusion coefficients $D_{\tau \mid i}$ in Eq. (8).

An intuitive argument as to why this is the case goes as follows. The currents (4) are integrated over a certain time interval $\tau$. Hence, its diffusion coefficient will depend on correlations between different instants of time, and these are dramatically affected by the long timescale $\tau_{m}$ introduced by the discontinuous transition. In fact, let us define $Z_{t}=$ $\sum_{y, z} d_{y z} \delta_{X\left(t^{-}\right), y} \delta_{X\left(t^{+}\right), z}$, so that Eq. (4) can be written as

$$
\begin{equation*}
\mathcal{J}_{\tau \mid 1}=\int_{0}^{\tau} d t I_{t} Z_{t} \tag{21}
\end{equation*}
$$

The corresponding second moment will thus be

$$
\begin{equation*}
E\left(\mathcal{J}_{\tau \mid 1}^{2}\right)=\int_{0}^{\tau} d t \int_{0}^{\tau} d t^{\prime} E\left(I_{t} I_{t^{\prime}} Z_{t} Z_{t^{\prime}}\right) \tag{22}
\end{equation*}
$$

It hence depends, among other things, on the correlations between $I_{t}$ and $I_{t^{\prime}}$, which decays very slowly around the transition point. For instance, in the simplest case where one can assume a Markovian two-state evolution for $I_{t}$ (as will in fact be considered further in Sec. IV), one has

$$
\begin{equation*}
C\left(t-t^{\prime}\right)=\operatorname{cov}\left(I_{t}, I_{t^{\prime}}\right)=q(1-q) e^{-\left(t-t^{\prime}\right) / \tau_{m}} \tag{23}
\end{equation*}
$$

which will thus decay very slowly in time. This means that $D_{\tau \mid i}$ in Eq. (8) will depend very sensibly on the interplay between $\tau$ and $\tau_{m}$. Conversely, the diffusion coefficients $\gamma_{i}$, for the conditional dynamics, will not. And hence, even for moderately large $\tau$, one expects it to be $\tau$ independent.

## IV. MINIMAL MODEL

Many discontinuous nonequilibrium transitions can be approximated, for large volumes $V$, by a two-state model [50].

That is, one reduces the dynamics essentially to the monitoring of the phase indicator $I_{t}$. In general, the dynamics of $I_{t}$ will be non-Markovian, as this would represent a hidden Markov chain. Instead, a minimal model is one where the dynamics of $I_{t}$ can be assumed to be Markovian, which is justified when $V$ is sufficiently large. In this case, instead of the full master equation (1), we may restrict the dynamics to

$$
\frac{d}{d t} q_{i}=\sum_{j=0,1} \mathcal{W}_{i j} q_{j}, \quad \mathcal{W}=\left(\begin{array}{cc}
-a & b  \tag{24}\\
a & -b
\end{array}\right)
$$

Here $a$ and $b$ represent the rates for the system to jump from phase $0 \rightarrow 1$ and $1 \rightarrow 0$. The steady state yields $q \equiv$ $q_{1}=E\left(I_{t}\right)=a /(a+b)$. Moreover, the metastability lifetime in this case reads $\tau_{m}=1 /(a+b)$. Finally, from (24) one can compute the two-time correlation function, which is given in Eq. (23). And since $I_{t}$ can take on only two values, once $C\left(t-t^{\prime}\right)$ is known we can reconstruct the full joint distribution $\operatorname{Pr}\left(I_{t}=i, I_{t^{\prime}}=i^{\prime}\right)$, for arbitrary times $t, t^{\prime}$ :

$$
\operatorname{Pr}\left(I_{t}=i, I_{t^{\prime}}=i^{\prime}\right)= \begin{cases}q^{2}+C\left(t-t^{\prime}\right), & i=i^{\prime}=1  \tag{25}\\ (1-q)^{2}+C\left(t-t^{\prime}\right), & i=i^{\prime}=0 \\ q(1-q)-C\left(t-t^{\prime}\right), & i \neq i^{\prime}\end{cases}
$$

The key feature of discontinuous transitions is the fact that transitions between phases are seldom when $V$ is large. Close to $\lambda_{c}$, the transition rates $a$ and $b$ will usually behave, up to polynomial corrections, as

$$
\begin{equation*}
a \sim e^{-V\left(c_{0}-c_{a} \Delta \lambda\right)}, \quad b \sim e^{-V\left(c_{0}+c_{b} \Delta \lambda\right)} \tag{26}
\end{equation*}
$$

where $c_{0}, c_{a}, c_{b}>0$ are constants and $\Delta \lambda=\lambda-\lambda_{c}$. Note how the rates are exponentially decreasing with $V$. Transitions hence become rare when $V$ is large. From (26) we also get $\tau_{m} \sim e^{c_{0} V}$, which is the aforementioned exponential dependence. Finally, $q=\left(1+e^{-c V \Delta \lambda}\right)^{-1}$, where $c=c_{a}+c_{b}>0$; hence $q$ changes abruptly from 0 to 1 as $\lambda$ crosses $\lambda_{c}$, as illustrated in Fig. 1(a). Since the conditional averages are weakly dependent on $\Delta \lambda$, from Eq. (7) we therefore see that $J$ should also change abruptly around $\lambda_{c}$, interpolating from $\mu_{0}$ to $\mu_{1}$.

## A. Unconditional diffusion coefficient

As shown in [54], in this two-level model the tilted operator can be written, up to order $\lambda^{2}$, as

$$
\begin{align*}
\mathbb{L}(\lambda) & =\left(\begin{array}{cc}
-a+\lambda \mu_{0}+\lambda^{2} \gamma_{0} & b \\
a & -b+\lambda \mu_{1}+\lambda^{2} \gamma_{1}
\end{array}\right)  \tag{27}\\
& :=\mathbb{W}+\lambda L_{1}+\lambda^{2} L_{2}, \tag{28}
\end{align*}
$$

where $\gamma_{i}$ are the diffusion coefficients conditioned on the dynamics, not the currents (as introduced in Sec. III C).

For the matrix $\mathbb{W}$ defined in Eq. (24) we have $\lambda_{1}=-1 / \tau_{m}$, $|\boldsymbol{p}\rangle=(1-q, q), \quad\left|\boldsymbol{x}_{1}\right\rangle=(-1,1)$, and $\quad\left|\boldsymbol{y}_{1}\right\rangle=(-q, 1-q)$. Hence, using the explicit forms of $L_{1}$ and $L_{2}$ in Eq. (28), we get

$$
\begin{equation*}
D_{\tau}=\gamma+q(1-q)\left(\mu_{1}-\mu_{0}\right)^{2} \tau_{m} f\left(\tau / \tau_{m}\right) \tag{29}
\end{equation*}
$$

where $\gamma=(1-q) \gamma_{0}+q \gamma_{1}$ is independent of $\tau$ and

$$
\begin{equation*}
f(t)=\left(e^{-t}-1+t\right) / t \tag{30}
\end{equation*}
$$



FIG. 1. Predictions of the minimal model of discontinuous transitions. (a) The probability $q=\left(1+e^{-c V \Delta \lambda}\right)^{-1}$ of finding the system in phase 1 , for increasing volumes (depicted by the arrow). (b) $q(1-$ $q$ ), which is non-negligible only in the vicinity of the transition point. (c) The quantity $\left(e^{-\tau / \tau_{m}}-1+\tau / \tau_{m}\right) /\left(\tau / \tau_{m}\right)$ appearing in Eq. (29). It tends to unity when $\tau \gg \tau_{m}$. (d) Prototypical behavior of the diffusion coefficient (29) as a function of volume, for a fixed $\tau$. When $V$ is such that $\tau \gg \tau_{m}$, the diffusion coefficient grows exponentially with $V$. But for a fixed $\tau$, as $V$ is increased, one must eventually cross the point $\tau \sim \tau_{m}$, after which the scaling becomes at most polynomial (due to the possible dependencies of $\mu_{i}, D_{i}$ on $V$ ). Parameters: $c_{0}=c_{a}=c_{b}=\lambda_{c}=1, \mu_{0}=V / 2, \mu_{1}=2 V, \gamma_{0}=\gamma_{1}=V$.

The interesting part is the last term in Eq. (29). First, it depends on $q(1-q)$, which is non-negligible only in the vicinity of the transition point [Fig. 1(b)]. Second, it depends on the interplay between $\tau$ and $\tau_{m}$ through the function $f$, which is shown in Fig. 1(c).

When $\tau \ll \tau_{m}$ we get $f\left(\tau / \tau_{m}\right) \simeq \tau / 2 \tau_{m}$, so that Eq. (29) can be approximated to

$$
\begin{equation*}
D_{\tau} \simeq \gamma+q(1-q)\left(\mu_{1}-\mu_{0}\right)^{2} \tau / 2, \quad \tau \ll \tau_{m}, \tag{31}
\end{equation*}
$$

which is thus linear in $\tau$. Conversely, when $\tau \gg \tau_{m}$, we get

$$
\begin{equation*}
D_{\tau} \simeq \gamma+q(1-q)\left(\mu_{1}-\mu_{0}\right)^{2} \tau_{m}, \quad \tau \gg \tau_{m} \tag{32}
\end{equation*}
$$

which is independent of $\tau$, but linear in $\tau_{m}$. Hence, when $V$ is large, this will become exponentially dominant. As a consequence, the large volume diffusion coefficient will actually become independent of the $\gamma_{i}$, and will instead be governed essentially by the mismatch in conditional averages $\left(\mu_{1}-\mu_{0}\right)^{2}$, in agreement with previous studies on Schlögl's model [43].

This offers another explicit illustration of the order of limits issue, which we depict graphically in Fig. 1(d): For a given $\tau$, as we increase $V$ the diffusion coefficient will at first increase exponentially according to Eq. (32). But if $\tau$ is fixed, then a point will always be reached around which $\tau \sim \tau_{m}$. And beyond this point, the scaling will be given by Eq. (31), which is at most polynomial in $V$ (due to a potential polynomial volume dependence of $\mu_{i}, \gamma_{i}$ ).

Even though these results were developed for a two-level model, they are still expected to hold for a broad class of discontinuous transitions. The reason is that, as discussed in Ref. [55], the eigenvalues and eigenvectors of the two-level transition matrix (24) are connected to some of the eigenvalues and eigenvectors of the full matrix $\mathbb{W}$ in Eq. (1). But, in addition, the full $\mathbb{W}$ will also have several other eigenvalues associated to the within-phase dynamics. Thus, the step from Eq. (15) to (29) only assumes that $\tau$ is much larger than all other $\lambda_{i}$, so that within-phase terms can be neglected.

## B. Conditional diffusion coefficients

We can also use this minimal model to relate the diffusion coefficients $D_{\tau \mid i}$ in Eq. (8) with the parameters $\mu_{i}, \gamma_{i}$. To do so, we use Eq. (18) with $\mathbb{W}$ now replaced by the two-state matrix $\mathcal{W}$ in Eq. (24). As a result, we find

$$
\begin{gather*}
D_{\tau \mid 1}=\gamma_{1}+\mu_{1}^{2}(1-q) \tau_{m} f\left(\tau / \tau_{m}\right)  \tag{33}\\
D_{\tau \mid 0}=\gamma_{0}+\mu_{0}^{2} q \tau_{m} f\left(\tau / \tau_{m}\right)  \tag{34}\\
C_{\tau}=-2 q(1-q) \mu_{0} \mu_{1} \tau_{m} f\left(\tau / \tau_{m}\right) \tag{35}
\end{gather*}
$$

which can be combined together in the form (9), to yield Eq. (29). All conditional quantities are thus found to scale similarly with $\tau$, according to the function $f$ in Eq. (30). This allows us to conclude that even the conditional diffusion coefficients will be dominated by jumps between phases, and will be negligibly affected by the internal fluctuations within each phase. We find this result both relevant and nontrivial.

It is also interesting to notice how the sign of the covariance (35) depends only on the signs of $\mu_{0}$ and $\mu_{1}$. A positively correlated covariance means that fluctuations above (below) average in one phase tend to lead to fluctuations above (below) the average in the other; and vice versa for $C<0$. We see in Eq. (35) that the covariance will be negative whenever $\mu_{0}, \mu_{1}$ have the same sign.

## V. APPLICATIONS

Next we shall exemplify our main findings in two representative systems displaying discontinuous phase transitions: The second Schlögl model [56] and a 12-state Potts model connected to two baths at different temperatures. The former was recently analyzed in Ref. [43]. It represents an ideal laboratory for testing our main prescriptions, since it presents an exact solution. The Potts model, on the other hand, is defined in a regular lattice and exhibits a nonequilibrium phase transition under a different mechanism. Despite the absence of an exact solution, all main features about the phase transition and statistics about entropy production fluctuations are present.

## A. Schlögl's model

The second Schlögl model [56] describes a system with three chemical species, $A, B$, and $X$, supporting two types of chemical reactions:

$$
\begin{equation*}
2 X+A \underset{k_{-1}}{\stackrel{k_{1}}{\rightleftharpoons}} 3 X, \quad B \underset{k_{-2}}{\stackrel{k_{2}}{\rightleftharpoons}} X \tag{36}
\end{equation*}
$$



FIG. 2. Conditional currents for Schlögl's model, computed using the Gillespie algorithm. (a) $\tau_{m}$ vs $V$. (b) $q$ vs $\Delta \mu-\Delta \mu_{0}$ for different values of $V$. Solid lines are a fit of $q=\left(1+e^{-c V\left(\Delta \mu-\Delta \mu_{0}\right)}\right)^{-1}$. (c) Stochastic trajectories of $\mathcal{J}_{\tau} / \tau$ vs $\tau$, starting either in phase 1 (red) or phase 0 (blue). The insets show the corresponding histograms at different times $\tau$. (d)-(g) Mean and diffusion coefficients as a function of $V$, with $\tau=10^{3}$ and $\Delta \mu$ fixed by setting $q=1 / 2$. (d) Conditional means $\mu_{0(1)}$ [Eq. (6)]. (e) Diffusion coefficient $D_{\tau}$ [Eq. (3)]. (f) Conditional diffusion coefficients $D_{\tau \mid i}$ [Eq. (8)]. (g) The ratio $r$ in Eq. (42), as a function of $V$, for different values of $\tau$. Other parameters: $a=k_{1}=k_{2}=k_{-2}=1$ and $b=0.2$.

Here $k_{ \pm 1}, k_{ \pm 2}$ are kinetic constants that account, respectively, for catalytic, spontaneous creation and spontaneous annihilation of $X$. The concentrations of $A$ and $B$ are fixed at $a$ and $b$ due to the presence of chemostats. The dynamics of $p_{n}(t)=P[X(t)=n]$, for $n=0,1,2, \ldots$, is then described by the master equation [50,55]

$$
\begin{equation*}
\dot{p}_{n}=f_{n-1} p_{n-1}+g_{n+1} p_{n+1}-\left(f_{n}+g_{n}\right) p_{n} \tag{37}
\end{equation*}
$$

where

$$
\begin{gather*}
f_{n}:=\frac{a k_{1} n(n-1)}{V}+b k_{2} V,  \tag{38}\\
g_{n}:=\frac{k_{-1} n(n-1)(n-2)}{V^{2}}+k_{-2} n . \tag{39}
\end{gather*}
$$

The concentration $x(t)=X(t) / V$ presents a bistable behavior for large $V$ [55], which is determined by the roots of the differential equation governing the deterministic behavior of $x$ for large volumes

$$
\begin{equation*}
\frac{d x}{d t}=a k_{1} x^{2}+b k_{2}-k_{-1} x^{3}-k_{-2} x=0 \tag{40}
\end{equation*}
$$

The bistable region is defined as the interval in the control parameters for which this equation has three real roots, $x_{0}, x^{*}, x_{1}$. The first and last represent stable states for the most likely density within each phase, whereas $x^{*}$ is unstable and serves as the phase separator. Hence, we define the phase indicator in Schlögl's model as a random variable $I_{t}$ such that $I_{t}=1$ when $X(t)>V x^{*}$ and 0 otherwise.

For concreteness, we choose as thermodynamic current the entropy production $\mathcal{J}_{\tau}=\sigma_{\tau}$. Whenever there is a transition, the net current (2) changes by an increment $\delta \sigma_{\tau}$ defined according to the following rules:

$$
\begin{array}{rll}
2 X+A & \xrightarrow{k_{1}} 3 X, & \delta \sigma_{\tau}=\mu_{A}, \\
3 X & \xrightarrow[k_{-1}]{k^{2}} 2 X+A, & \delta \sigma_{\tau}=-\mu_{A}, \\
X \xrightarrow{k_{-2}} B, & \delta \sigma_{\tau}=\mu_{B},  \tag{41}\\
B \xrightarrow{k_{2}} X, & \delta \sigma_{\tau}=-\mu_{B},
\end{array}
$$

where $\mu_{A}=\ln a k_{1} / k_{-1}$ and $\mu_{B}=\ln k_{-2} / b k_{2}$.
The model was simulated using the Gillespie algorithm. We fix $a k_{1}=k_{-2}=1, b k_{2}=0.2$, and take as control parameter the chemical potential gradient $\Delta \mu=\mu_{B}-\mu_{A}=$ $\ln \left[\left(k_{-2} a k_{1}\right) /\left(k_{-1} b k_{2}\right)\right]$. For these parameters, the phase coexistence point in the thermodynamic limit occurs at $\Delta \mu_{0} \sim$ 3.047 [43]. Figures 2(a) and 2(b) present a basic characterization of the steady state. First, in Fig. 2(a) we show the numerically computed metastability timescale $\tau_{m}$, as a function of the volume $V$, confirming the exponential dependence with $V$. This is obtained by collecting the mean first passage time $T_{x_{i} \rightarrow x^{*}}$ for the system to go from each stable point $x_{0(1)}$ to the unstable point, $x^{*}$. The rates $a$ and $b$ in Eq. (24) are then given by $a=\left(2 T_{x_{0} \rightarrow x^{*}}\right)^{-1}$ and $b=\left(2 T_{x_{1} \rightarrow x^{*}}\right)^{-1}$ [57], from which we determine $\tau_{m}=1 /(a+b)$. Second, Fig. 2(b) characterizes the probability $q$ of finding the system in phase 1 , as a function of $\Delta \mu-\Delta \mu_{0}$, for different values of $V$, where markers are simulation data and the curves are a fit
of $q=\left(1+e^{-c V\left(\Delta \mu-\Delta \mu_{0}\right)}\right)^{-1}$; both agree very well for large volumes and/or small $\Delta \mu-\Delta \mu_{0}$. This is expected, since Schlögl's model is known to have a well defined two-state limit [50,55] when $V$ is large.

Sample stochastic trajectories of the current $\mathcal{J}_{\tau}$ [Eq. (2)] as a function of $\tau$ are shown in Fig. 2(c), for fixed $\Delta \mu=3.35$ and $V=10$. Red and blue curves represent the situations where the system starts in phases 1 and 0 , respectively. For short $\tau$ the curves tend to remain well separated, so that $\mathcal{J}_{\tau}$ behaves as either $\mathcal{J}_{\tau \mid 1}$ or $\mathcal{J}_{\tau \mid 0}$. The corresponding statistics of $\mathcal{J}_{\tau}$, shown in the inset, would thus be a prototypical bimodal distribution. Conversely, when $\tau \gg \tau_{m} \sim 40$, transitions between the phases begin to occur, which cause the corresponding distribution to change to unimodal.

The conditional mean current and diffusion coefficients are shown in Figs. 2(d)-2(g). For concreteness, we focus on the special point $q=1 / 2$; i.e., where the two phases are equally likely. As this depends on $V$, for each volume we first fix $\Delta \mu$ as the point where $q=1 / 2$. This reduces the free parameters to $V$ and $\tau$ only. The conditional averages $\mu_{0(1)}$ as a function of the volume are shown in Fig. 2(a). They are both found to be extensive in $V$, as expected; moreover, the activity in phase 1 is generally much larger, causing $\mu_{1} \gg \mu_{0}$.

Conversely, the diffusion coefficient $D_{\tau}$ [Fig. 2(e)] and their conditional counterparts $D_{\tau \mid i}$ [Fig. 2(f)] are both exponential in $V$, in line with previous studies [43]. For large volumes, these are also well described by the third term in Eq. (29) [or (33) and (34)]. We confirm this by plotting in Fig. 2(g) the ratio

$$
\begin{equation*}
r=\frac{D_{\tau}}{q(1-q)\left(\mu_{1}-\mu_{0}\right)^{2} \tau_{m} f\left(\tau / \tau_{m}\right)} \tag{42}
\end{equation*}
$$

where all quantities in the right-hand side are computed independently from the simulations. One can also consider similar definitions for $r_{0(1)}$. Since the $\gamma_{i}$ are at most polynomial in $V$, if this ratio tends to $r \rightarrow 1$ when $V$ is large, it serves as a confirmation that, for large $V$, the model effectively behaves as the two-state minimal model of Sec. IV. As is clear in Fig. 2(g), this is indeed the case.

## B. $Q=12$-state Potts model

As a second application, we study a $Q=12$-state Potts model coupled to two thermal baths at different temperatures. The model is defined in a regular 2D lattice with $V$ sites, where each site $i$ assumes one of $Q=12$ values $s_{i}=$ $1, \ldots, Q$ and interacts with its $z=4$ nearest neighbors, with energy $\mathcal{H}(\boldsymbol{s})=-\sum_{i=1}^{V} \sum_{\delta=1}^{z} \delta_{s_{i}, s_{i+\delta}}$, where $\boldsymbol{s}=\left(s_{1}, \ldots, s_{V}\right)$. The equilibrium properties of this model have been studied extensively in [58-62]. Here, we consider a nonequilibrium version where the even and odd sites of the lattice are coupled to thermal baths at temperatures $T_{1}$ and $T_{1}+\Delta T$, respectively, forming a checkerboard pattern. For concreteness, we fix $\Delta T=0.9$. This temperature gradient ensures a steady heat flux from one bath to the other, and hence a nonvanishing production of entropy [35,63].

The model is simulated using standard Monte Carlo methods. The dynamics is assumed to be governed by Markovian single-site transitions $s_{i} \rightarrow s_{i}^{\prime}$, occurring with rate $\omega_{s_{i}, s_{i}^{\prime}}=$


FIG. 3. Characterization of the $Q=12$ Potts model in contact with two thermal baths of temperatures $T_{1}$ and $T_{1}+\Delta T$ (with fixed $\Delta T=0.9$ ). (a) Order parameter $\phi$ vs $T_{1}$ for different volumes $V$. Inset: metastability lifetime $\tau_{m}$ vs $V$. (b) Finite-size analysis of the transition point $T_{1 V}$ vs $V^{-1}$, yielding the asymptotic value $T_{01}=$ $0.0651(1)$. Inset: distribution of $\phi$ at $T_{1 V}$, for different volumes. (c) Phase probability $q$ vs $T_{1}$, again for different volumes. The continuous lines are fits of $q=\left[1+Q e^{-V c\left(T_{1}-T_{10}\right)}\right]^{-1}$. (d) Average entropy production rate current $J$ [Eq. (3)], which follows closely the behavior of $q$.
$\min \left\{1, \exp \left[-\Delta E_{i} / T_{i}\right]\right\}$, where $\Delta E_{i}=\mathcal{H}\left(s^{\prime}\right)-\mathcal{H}(\boldsymbol{s})$ and $T_{i}$ is the temperature of site $i$. For the current (2), we once again focus on the net entropy production rate to the environment which is characterized by increments $\Delta E_{i} / T_{i}[38,63]$.

As in the equilibrium version, the phase transition is expected to be discontinuous for $Q>4$. Moreover, for $Q=$ 12 , the discontinuity is expected to become very sharp for sufficient large $V$, since it involves $Q$ distinct ordered phases coexisting with a single disordered one. The nonequilibrium phase transition can be quantified by the order parameter $\phi=Q\left[\left(\mathcal{N}_{\max } / V\right)-1\right] /(Q-1)$, where $\mathcal{N}_{\max }=$ $\max \left\{\mathcal{N}_{1}, \ldots, \mathcal{N}_{Q}\right\}$ is the maximum number of spins among all $Q$ configurations [61,64]. Figure 3(a) shows results for $\phi$ as a function of $T_{1}$, for different lattice sizes $V$. The emergence of a discontinuous transition as $V$ increases is clearly visible. The inset in Fig. 3(a) shows the metastability lifetime, which is again found to grow exponentially with $V$.

The sharp features of discontinuous phase transitions become rounded at the vicinity of the coexistence point, due to finite-size effects. To locate the transition point, we resort to the finite size scaling theory [65], establishing that the "pseudotransition" point $T_{1 V}$, in which both phases have the same weight (equal-area order-parameter probability) reaches its asymptotic value $T_{10}$ according to the relation $T_{1 V}-T_{10} \sim$ $V^{-1}$. This is shown in Fig. 3(b), from which we find $T_{10}=$ 0.0651(1).

A histogram of the order parameter $\phi$ is shown in the inset of Fig. 3(b). It shows that there is a clear separation between the two phases, allowing us to define a separator $\phi^{*}=1 / 2$, such that the phase indicator $I_{t}$ assumes the value $I_{t}=1$


FIG. 4. Unconditional and conditional diffusion coefficients for the $Q=12$ Potts model. (a) $D_{\tau}$ vs $V$ for different values of $\tau$. (b) $D_{\tau \mid i}$ and $C_{\tau}$ vs $V$ with $\tau=5 \times 10^{6}$. (c) $D_{\tau}$ vs $\tau$ for different $V$. (d) $D_{\tau \mid i}$ and $C_{\tau}$ vs $\tau$ for $V=1600$. Continuous lines in (c) and (d) are the theoretical predictions from Eq. (29). (e) The ratio (42) between $D_{\tau}$ and the predictions of the minimal model, Eq. (29), which tends to unity for large volumes. Curves are for different values of $\tau$. (f) Same, but for $r \mid 0$ (main plot) and $r \mid 1$ (inset). In all curves, for each $V$, we fix $T_{1}$ as the value $T_{1 V}$ for which $q=1 / 2$. Other details are as in Fig. 3.
when $\phi(t)>\phi^{*}$. The resulting phase probability $q$ is presented in Fig. 3(c). As in the other models, it presents a sharp transition at $T_{10}=0.0651(1)$, and is well described by the expression $q=\left[1+Q e^{-V c\left(T_{1}-T_{10}\right)}\right]^{-1}$. Contrarily to Schlögl's model, however, the curves for different volumes do not cross at $q=1 / 2$, but instead at $q \simeq 1 / 13$. The unconditional current $J$ [Eq. (3)] is presented in Fig. 3(d). As predicted by Eq. (3), it follows very closely the behavior of $q$ [Fig. 3(c)], smoothly interpolating between $\mu_{0}$ and $\mu_{1}$.

We now turn to an analysis of the unconditional and conditional diffusion coefficients. The results are summarized in Fig. 4. To reduce the number of free parameters, we proceed similarly to Schlögl's model, and set, for each volume $V$, the temperature to $T_{1 V}$ (i.e., so that $q=1 / 2$ ). In Fig. 5 we repeat the same analysis, but fixing instead the temperature at $T_{10}$ (the thermodynamic limit transition point) for all $V$. Similar findings are observed.

The unconditional diffusion coefficient $D_{\tau}$ [Eq. (3)] is shown in Fig. 4(a) for different values of $\tau$. In agreement with the predictions of Eq. (29), for each $\tau$ the diffusion coefficient initially grows exponentially with $V$. But for a sufficiently large $V, \tau_{m}$ becomes comparable to $\tau$ and $D_{\tau}$ bends downwards. This is exactly the behavior predicted by the minimal model [Fig. 1(d)]. The corresponding conditional diffusion coefficients are shown in Fig. 4(b). They follow a similar dependence on $V$ as $D_{\tau}$, which is in agreement with the expectations of Eqs. (33)-(35).

The dependence of $D_{\tau}, D_{\tau \mid i}$, and $C_{\tau}$ as a function of $\tau$, for different $V$, are shown in Figs. 4(c) and 4(d). In all cases, when $\tau$ is small the diffusion coefficients tend to be linear in $\tau$, in agreement with Eq. (31). If $V$ is not too large, then when $\tau$ becomes large one recovers instead a $\tau$-independent behavior,


FIG. 5. Same as Fig. 4, but fix $T_{1}$ fixed at the thermodynamic limit value $T_{10}=0.0651(1)$.
as predicted by Eq. (32). For large $V$ something similar is expected to occur, although it may require unrealistically large values of $\tau$.

Finally, we study the ratio (42), between the actual diffusion coefficients and the predictions of the minimal model [Eq. (29)]. The results, for both unconditional and conditional quantities, are shown in Figs. 4(e) and 4(f). In all cases, the plots clearly show that the ratio seems to tend to unity for sufficiently large $V$. This strongly indicates that the Potts model will also behave as an effective two-state minimal model in the thermodynamic limit.

## VI. CONCLUSIONS

The statistics of thermodynamic currents is a fundamental issue in nonequilibrium thermodynamics, which has recently received significant interest. In this paper, we presented a simple and general description of the statistics of thermodynamic currents for systems displaying discontinuous phase transitions. We introduced the idea of conditional statistics, accounting for the currents in each of the coexisting phases. From large deviation theory, general relations for the unconditional and conditional cumulants of a generic current were presented. We also proposed a minimal model, which captures all essential features of the problem. Our ideas were illustrated in two representative systems: the exactly solvable Schlögl's model of chemical reactions, and a $Q$-state Potts model subject to two baths at different temperatures. In both cases, the results were found to follow very well the theoretical predictions of the minimal model, illustrating not only its reliability but also the intricate role of distinct scaling times and the volume.

As a final remark, we address some potential extensions of our work. It would be interesting to extend such approach to study the statistics of thermodynamic quantities, such as work. This can be accomplished by extending LDT to timedependent rates $[66,67]$ describing the action of an external agent. Similarly, it would also be interesting to tackle the
statistics of the efficiency of a thermal engine operating at phase coexistence [68].
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## APPENDIX: LARGE DEVIATION THEORY RESULTS AT ARBITRARY TIMES

In this Appendix, we derive the expressions for the first and second current moments from the large deviation theory. Unlike standard treatments, the main difference here is that we focus on finite integration times $\tau$. The starting point is Eq. (10), describing the evolution of the entries $G_{x}(\eta)$ of the MGF. Treating it as a vector $|\boldsymbol{G}(\eta)\rangle$ and from its series expansion in powers of $\eta$, we have that

$$
\begin{equation*}
|\boldsymbol{G}(\eta)\rangle=|\boldsymbol{p}\rangle+\eta\left|\boldsymbol{g}_{1}\right\rangle+\eta^{2}\left|\boldsymbol{g}_{2}\right\rangle+\ldots, \tag{A1}
\end{equation*}
$$

where $|\boldsymbol{p}\rangle$ is the steady state of $\mathbb{W}$. Combining this with the series expansion of the tilted operator, $\mathbb{L}(\eta)=\mathbb{W}+\eta L_{1}+$ $\eta^{2} L_{2}$, and collecting terms of the same order in $\eta$, we have the following system of equations:

$$
\begin{gather*}
\frac{d}{d \tau}|\boldsymbol{p}\rangle=\mathbb{W}|\boldsymbol{p}\rangle  \tag{A2}\\
\frac{d}{d \tau}\left|\boldsymbol{g}_{1}\right\rangle=L_{1}|\boldsymbol{p}\rangle+\mathbb{W}\left|\boldsymbol{g}_{1}\right\rangle  \tag{A3}\\
\frac{d}{d \tau}\left|\boldsymbol{g}_{2}\right\rangle=L_{2}|\boldsymbol{p}\rangle+L_{1}\left|\boldsymbol{g}_{1}\right\rangle+\mathbb{W}\left|\boldsymbol{g}_{2}\right\rangle \tag{A4}
\end{gather*}
$$

From these, the first and second moments are promptly obtained as

$$
\begin{equation*}
E\left(\mathcal{J}_{\tau}\right)=\left\langle\mathbf{1} \mid \boldsymbol{g}_{1}\right\rangle, \quad E\left(\mathcal{J}_{\tau}^{2}\right)=2\left\langle\mathbf{1} \mid \boldsymbol{g}_{2}\right\rangle, \tag{A5}
\end{equation*}
$$

which follow from the definition of the MGF. Equation (A2) is automatically satisfied in the steady state. The solution of Eq. (A3), with $\left|g_{1}(\tau=0)\right\rangle=0$, is given by

$$
\begin{equation*}
\left|\boldsymbol{g}_{1}(\tau)\right\rangle=\int_{0}^{\tau} d \tau^{\prime} e^{\mathbb{W}\left(\tau-\tau^{\prime}\right)} L_{1}|\boldsymbol{p}\rangle \tag{A6}
\end{equation*}
$$

For concreteness, we assume $\mathbb{W}$ is diagonalizable as discussed above Eq. (15). We can then write

$$
\begin{equation*}
e^{\mathbb{W} \tau}=|\boldsymbol{p}\rangle\langle\mathbf{1}|+\sum_{i \neq 0} e^{\lambda_{i} \tau}\left|\boldsymbol{x}_{i}\right\rangle\left\langle\boldsymbol{y}_{i}\right| . \tag{A7}
\end{equation*}
$$

The eigenvectors satisfy $\langle\mathbf{1} \mid \boldsymbol{p}\rangle=\left\langle\boldsymbol{y}_{i} \mid \boldsymbol{x}_{i}\right\rangle=1$ and $\left\langle\mathbf{1} \mid \boldsymbol{x}_{i}\right\rangle=$ $\left\langle\boldsymbol{y}_{i} \mid \boldsymbol{p}\right\rangle=0$. Thus, plugging (A7) into (A6), we find

$$
\begin{equation*}
\left|\boldsymbol{g}_{1}(\tau)\right\rangle=|\boldsymbol{p}\rangle\langle\mathbf{1}| L_{1}|\boldsymbol{p}\rangle \tau+\sum_{i \neq 0} \frac{e^{\lambda_{i} \tau}-1}{\lambda_{i}}\left|\boldsymbol{x}_{i}\right\rangle\left\langle\boldsymbol{y}_{i}\right| L_{1}|\boldsymbol{p}\rangle \tag{A8}
\end{equation*}
$$

To obtain the first moment we take the inner product $\left\langle\mathbf{1} \mid \boldsymbol{g}_{1}\right\rangle$; the second term vanishes and we are left with

$$
\begin{equation*}
E\left(\mathcal{J}_{\tau}\right)=\langle\mathbf{1}| L_{1}|\boldsymbol{p}\rangle \tau \tag{A9}
\end{equation*}
$$

which yields Eq. (13).

Turning now to the second moment, the solution of Eq. (A4) reads

$$
\begin{equation*}
\left|\boldsymbol{g}_{2}(\tau)\right\rangle=\int_{0}^{\tau} d \tau^{\prime} e^{\mathbb{W}\left(\tau-\tau^{\prime}\right)}\left(L_{2}|\boldsymbol{p}\rangle+L_{1}\left|\boldsymbol{g}_{1}\left(\tau^{\prime}\right)\right\rangle\right) \tag{A10}
\end{equation*}
$$

We are only interested in $\left\langle\mathbf{1} \mid \boldsymbol{g}_{2}\right\rangle$. Using Eq. (A7), together with the fact that $\left\langle\mathbf{1} \mid \boldsymbol{x}_{i}\right\rangle=0$, we are then left only with

$$
\begin{equation*}
\left\langle\mathbf{1} \mid \boldsymbol{g}_{2}(\tau)\right\rangle=\int_{0}^{\tau} d \tau^{\prime}\left\{\langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle+\langle\mathbf{1}| L_{1}\left|\boldsymbol{g}_{1}\left(\tau^{\prime}\right)\right\rangle\right\} \tag{A11}
\end{equation*}
$$

The first term is time independent and hence will simply give a factor of $\tau$. In the second term we use Eq. (A8), leading to

$$
\begin{align*}
\left\langle\mathbf{1} \mid \boldsymbol{g}_{2}(\tau)\right\rangle= & \langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle \tau+\int_{0}^{\tau} d \tau^{\prime} \int_{0}^{\tau^{\prime}} d \tau^{\prime \prime} \\
& \times\langle\mathbf{1}| L_{1} e^{\mathbb{W}\left(\tau^{\prime}-\tau^{\prime \prime}\right)} L_{1}|\boldsymbol{p}\rangle . \tag{A12}
\end{align*}
$$

This, combined with the first moment squared, yields Eq. (14).
To obtain the more explicit formula (15), we carry out the remaining integral, leading to

$$
\begin{align*}
\left\langle\mathbf{1} \mid \boldsymbol{g}_{2}(\tau)\right\rangle= & \langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle \tau+\langle\mathbf{1}| L_{1}|\boldsymbol{p}\rangle^{2} \frac{\tau^{2}}{2}+\sum_{i \neq 0}\langle\mathbf{1}| L_{1}\left|\boldsymbol{x}_{i}\right\rangle \\
& \times\left\langle\boldsymbol{y}_{i}\right| L_{1}|\boldsymbol{p}\rangle\left(\frac{e^{\lambda_{i} \tau}-1-\lambda_{i} \tau}{\lambda_{i}^{2}}\right) \tag{A13}
\end{align*}
$$

The second term is identified as the first moment squared. Hence,

$$
\begin{align*}
E\left(\mathcal{J}_{\tau}^{2}\right)-E\left(\mathcal{J}_{\tau}\right)^{2}= & 2\langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle \tau+2 \sum_{i \neq 0}\langle\mathbf{1}| L_{1}\left|\boldsymbol{x}_{i}\right\rangle \\
& \times\left\langle\boldsymbol{y}_{i}\right| L_{1}|\boldsymbol{p}\rangle\left(\frac{e^{\lambda_{i} \tau}-1-\lambda_{i} \tau}{\lambda_{i}^{2}}\right) . \tag{A14}
\end{align*}
$$

Dividing by $2 \tau$ finally yields Eq. (15).
As a final comment, concerning now the computation of Eq. (16), which is valid when $\tau \gg \lambda_{i}$, it is convenient to express the solution in a way which is independent of the full eigendecomposition of $\mathbb{W}$ (and hence more convenient for numerical computations). Let $\left|\boldsymbol{Q}_{1}\right\rangle$ denote the solution of the linear equation

$$
\begin{equation*}
\mathbb{W}\left|\boldsymbol{Q}_{1}\right\rangle=(1-|\boldsymbol{p}\rangle\langle\mathbf{1}|) L_{1}|\boldsymbol{p}\rangle . \tag{A15}
\end{equation*}
$$

This equation actually has an infinite number of solutions, which are of the form

$$
\begin{equation*}
\left|\boldsymbol{Q}_{1}\right\rangle=\mathbb{W}^{+} L_{1}|\boldsymbol{p}\rangle+|\boldsymbol{p}\rangle\langle\mathbf{1} \mid \boldsymbol{w}\rangle, \tag{A16}
\end{equation*}
$$

for any vector $|\boldsymbol{w}\rangle$. Here, recall $\mathbb{W}^{+}$is the Moore-Penrose pseudoinverse of $\mathbb{W}$. Projecting out the contributions from the subspace $|\boldsymbol{p}\rangle\langle\mathbf{1}|$, we see that

$$
\begin{equation*}
(1-|\boldsymbol{p}\rangle\langle\mathbf{1}|)\left|\boldsymbol{Q}_{1}\right\rangle=\mathbb{W}^{+} L_{1}|\boldsymbol{p}\rangle . \tag{A17}
\end{equation*}
$$

Hence, Eq. (16) can be rewritten as

$$
\begin{equation*}
D_{\tau}=\langle\mathbf{1}| L_{2}|\boldsymbol{p}\rangle-\langle\mathbf{1}| L_{1}\left|\boldsymbol{Q}_{1}\right\rangle-\langle\mathbf{1}| L_{1}|\boldsymbol{p}\rangle\left\langle\mathbf{1} \mid \boldsymbol{Q}_{1}\right\rangle . \tag{A18}
\end{equation*}
$$

This form of the diffusion coefficient is more familiar in the LDT literature, as compared with Eq. (16). It has the advantage that it requires solving a single linear equation (A15), which is computationally much cheaper than fully diagonalizing $\mathbb{W}$.
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