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Steady-state quantum thermal machines are typically characterized by a continuous flow of heat between
different reservoirs. However, at the level of discrete stochastic realizations, heat flow is unraveled as a
series of abrupt quantum jumps, each representing an exchange of finite quanta with the environment.
In this work, we present a framework that resolves the dynamics of quantum thermal machines into cycles
classified as enginelike, coolinglike, or idle. We analyze the statistics of individual cycle types and their
durations, enabling us to determine both the fraction of cycles useful for thermodynamic tasks and the
average waiting time between cycles of a given type. Central to our analysis is the notion of intermittency,
which captures the operational consistency of the machine by assessing the frequency and distribution of
idle cycles. Our framework offers a novel approach to characterizing thermal machines, with significant
relevance to experiments involving mesoscopic transport through quantum dots.
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Introduction—A typical quantum thermal machine con-
sists of a system situated between hot and cold thermal
baths, extracting or absorbing energy in the form of work,
as depicted in Fig. 1 [1–5]. As an engine, it extracts work
while transferring heat from hot to cold; as a refrigerator,
it absorbs work to move heat from cold to hot. In
autonomous machines, this is usually pictured as a con-
tinuous process, where heat and work constantly flow
through the system [6–8]. However, within the microscopic
domain, the stochastic nature of system and bath inter-
actions endows an alternative perspective where energy is
exchanged with the baths in the form of abrupt jumps. This
is the basis for stochastic thermodynamics in classical
(Pauli) rate equations [9–11], as well as quantum models in
the quantum jumps formalism [12–23].
The jumps occur at random times and in random

“channels.” Let us broadly classify these channels as either
an injection (I) or an extraction (E) of energy into or out
of a system induced by hot (h) or cold (c) baths, resulting in
four distinct types of monitored channels M ¼ fIh; Eh;
Ic; Ecg. Generalizing to multiple injection and extraction
channels per bath is straightforward. The quantum trajec-
tory of such a machine, in the quantum jump unraveling,
appears as a random string, e.g.,

IhEcIcIhEhEcIhIcEhIc…; ð1Þ

along with their timestamps t1; t2;…, indicating when each
jump occurred. This representation of the dynamics is
grounded in several experimental observations either
through direct detection of jumps [24–26] or by monitoring
the states continuously to deduce the jump processes
driving the observed state transitions [27–35]. Note that
only heat exchange events with the environment are
included in (1), as work events, typically associated with
unitary drives are assumed undetectable [1].
The central question we address in this work is, can

specific thermodynamic cycles be identified solely from
strings like (1) so that their statistics can be explored?

FIG. 1. (a) In a quantum thermal machine (s), heat injection (I)
and extraction (E) are mediated by hot (h) and cold (c) reservoirs,
represented as random events occurring at random times within
the quantum jump unraveling. (b)–(e) These jumps can be
categorized into four cycles denoted by pairs I•E• and labeled
by X. (b) Work extraction cycle (X ¼ 1): Heat is transferred from
hot to cold bath, extracting work. (c) Cooling cycle (X ¼ 2):
Excitations move from cold to hot bath, consuming work. These
are useful cycles. (d),(e) Idle cycles (X ¼ 3, 4): No heat transfer
occurs overall.
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For instance, one might intuitively characterize the
sequence IcEh as a refrigeration cycle, since an energy
quanta was injected from c to the system, and subsequently
extracted to h suggesting work consumption. Similarly,
IhEc could be seen as an enginelike process (or accelerator
[36]). These are both examples of “useful cycles.”
Conversely, pairs such as IhEh and IcEc are events that
fail to peddle quanta of energy overall, and incur no entropy
production. We refer to these as “idle cycles.” While a
machine might operate as an engine on average, the
stochastic nature of these processes manifests in individual
realizations yielding different cycles [37,38].
Classifying cycles raises several meaningful questions,

such as the following: What is the probability of each type
of cycle? How are cycles related to steady-state currents?
What is the time required to complete each cycle? How
many idle cycles precede a useful one?
These questions relate to the extensive literature on full

counting statistics (FCS) [39–41], fluctuation theorems
[42–49], and thermodynamical aspects of quantum trajec-
tories [50–52]. Addressing them involves exploring
time-resolved and cycle-resolved quantities, offering a
fine-grained understanding of the dynamics.
In attempting to classify cycles this way, a challenge

arises when the system can withhold multiple excitations at
once. For instance, in the string (1), what meaning should
be ascribed to the substring IcIhEhEc? Because excitations
are indistinguishable, it is impossible to infer if this was

(two idles) or (a refrigeration fol-

lowed by an engine cycle). While this is not an issue as far
as the average heat and work currents are concerned, it does
cause ambiguity in defining time-resolved quantities. In
this Letter, we focus on systems that can retain only one
excitation at a time; i.e., when injections and extractions
alternate (I•E•I•E•…) in the trajectory. This assumption is
common in experiments involving single [32–34] or double
[53–57] quantum dots in the Coulomb blockade regime, as
well as realizations of quantum heat engines [58,59].
First, we establish the restrictions imposed by the single-

excitation hypothesis on a quantum Markovian master
equation. Then, we employ the tools of waiting time
distributions of the quantum jump unraveling [21–23]
to fully characterize the statistics of cycles. Finally, we
illustrate our results with a three-level maser example.
Theory—We consider a finite-dimensional system weakly

coupled to hot and cold baths. Workmay be performed either
by a driven Hamiltonian HðtÞ or by additional work reser-
voirs. It is assumed that the dynamics can be described by a
quantum master equation [60,61] (ℏ ¼ kB ¼ 1 throughout),

dρ
dt

¼ Ltρ≡ −i½HðtÞ; ρ� þ
X
n

D½Kn�ρ

þ
X

α∈ fh;cg;j

�
γ−αjD½Lαj� þ γþαjD½L†

αj�
�
ρ; ð2Þ

where D½L�ρ ¼ LρL† − 1
2
fL†L; ρg. Here, fLαjg are jump

operators for the hot (α ¼ h) and cold (α ¼ c) baths, withLαj

denoting extractions and L†
αj denoting injections, each

occurring at rates γ∓αj, respectively. Finally, Kn are jump
operators of work reservoirs, which are often used in
describing absorption refrigerators [62–66].
We assume one can only monitor whether energy is

injected (extracted) from (to) the hot or cold baths without
identifying the specific jump operator (indexed by j)
responsible. Therefore, the four corresponding jump super-
operators are

J Eα
ρ ¼

X
j

γ−αjLαjρL
†
αj; J Iαρ ¼

X
j

γþαjL
†
αjρLαj: ð3Þ

As our first result, we prove in Supplemental Material
[67] that the condition for the quantum trajectory to have
alternating injections and extractions (i.e., at most a single
excitation) is achieved, if and only if, there exist two
subspacesHE andHI spanning the system Hilbert spaceH,
such that

Lαj ¼ PELαjPI ∀ α; j; ð4aÞ

PEHðtÞPI ¼ PIHðtÞPE ¼ 0; ð4bÞ

PEKnPI ¼ PIKnPE ¼ 0; ð4cÞ

where PE=I are projection operators onto HE=I, satisfying
PE þ PI ¼ 1. Thus, the jump operators of the baths must
be block upper triangular, while those of the work reservoir,
and Hamiltonian must be block diagonal in the basis
spanned by the states in the subspaces HE and HI .
Consequently, Lαj takes the system to HE by extracting

energy, while L†
αj directs it to HI by injecting energy. We

refer to HE and HI as postextraction and postinjection
subspaces. While the unitary dynamics and work reservoirs
can inject (extract) work into (out of) the system, this result
implies that such processes must occur within each sub-
space. Transitions between these subspaces are only
feasible through interactions with the baths. An example
is the three-level maser [see Fig. 2(a)]; other examples are
hinted at in Ref. [67].
We henceforth assume, as is often the case, that there

exists a rotating frame where HðtÞ is time independent, and
that the steady state (Lρss ¼ 0) in this frame is unique. The
single-excitation hypothesis implies a conservation law for
the average excitation current exchanged with the baths,

Iex ≔ trfðJ Ec
− J IcÞρssg ¼ −trfðJ Eh

− J IhÞρssg; ð5Þ

which is deduced by noting that ðd=dtÞtrfPEρðtÞPEg → 0
as the system approaches the steady state. Equation (5)
does not imply that the heat currents to both baths are equal,
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as jumps to each bath generally involve different energies.
Indeed, their mismatch accounts for the work exchanged.
This current is often related to energy fluxes and entropy
production rates.
Statistics of cycles—Under the single-excitation

assumption, the trajectories analogous to (1) can be
characterized in terms of the statistics of four possible
pairs: IhEc, IcEh, IhEh, and IcEc. We refer to each pair I•E•

as a “cycle” and label them as X ¼ 1, 2, 3, 4, respectively
(see Fig. 1). X ¼ 1 is a work extraction cycle [72] and
X ¼ 2 a refrigeration cycle, while X ¼ 3, 4 are idle cycles.
We are interested in the long-time steady-state behavior

of strings of the form X1X2… ¼ I•E•I•E•…, adopting the
convention that strings always begin with an injection.
Then, as explained in Ref. [67], the probability of observ-
ing a specific sequenceX1;…; Xn, with durations τ1;…; τn,
is given by

pX1;…;Xn
ðτ1;…; τnÞ ¼ trfOXn;τn…OX1;τ1πEg; ð6Þ

where

OX;τ ≡
Z

τ

0

dtJ EX
eL0ðτ−tÞJ IXe

L0t; ð7Þ

and L0¼L−
P

αðJ Eα
þJ IαÞ is the no-jump superoperator.

In Eq. (6), we have introduced the jump steady state [67,73]

πE ¼ ðJ Eh
þ J Ec

Þρss
trfðJ Eh

þ J Ec
Þρssg

∈HE; ð8Þ

to ensure the jump sequence is stationary.
Marginalizing Eq. (6) over all ðXi; τiÞ except one

yields the probability that a single cycle is of type X
and duration τ,

pXðτÞ ¼ trfOX;τπEg: ð9Þ

Integrating over τ yields the probability that the cycle is of
type X:

pX ¼
Z

∞

0

dτ pXðτÞ ¼ trfOXπEg; ð10Þ

where OX ¼ R∞0 dτOX;τ ¼ J EX
L−1
0 J IXL

−1
0 , withP

4
X¼1 pX ¼ 1.
The average cycle time given it is of type X reads as

EðτjXÞ ¼ 1

pX

Z
∞

0

dτ τpXðτÞ: ð11Þ

In Ref. [67], we show

EðτÞ ¼
X4
X¼1

EðτjXÞpX ¼ 2

Khc
; ð12Þ

where Khc is the dynamical activity of the baths represent-
ing the average number of jumps per unit time in the steady
state. This activity is closely tied to the kinetic uncertainty
relation [74], and for a classical Markov process, it also
relates to information geometry [75].
The probabilities in Eq. (10) represent the relative

occurrence of each cycle type over many trajectories,
regardless of their duration. In Ref. [67], we prove that
p1=2 and the excitation current from Eq. (5) are related by

Iex ¼
p1 − p2

EðτÞ ; ð13Þ

which provides a fundamental connection between usual
steady-state currents and our results: the system functions
as an engine when p1 > p2, and as a refrigerator when
p1 < p2.
Example: Three-level system—We apply our results to a

three-level maser [1,70,71,76–82] whose schematic is
depicted in Fig. 2. It is coupled to hot and cold baths at
energy ωα and temperature Tα with their populations
following a Bose-Einstein distribution given by n̄α ¼
½expðωα=TαÞ − 1�−1. The maser is driven by the
Hamiltonian HðtÞ ¼ ðωh − ωcÞσ11 þ ωhσ22 þ ϵðeiωdtσ01þ
e−iωdtσ10Þ with a Rabi drive of strength ϵ and frequency ωd.
The jump operators are Lh ¼ σ02, Lc ¼ σ12 (and Kn ¼ 0)
with rates γ−α ¼ γαðn̄α þ 1Þ and γþα ¼ γαn̄α. Here, σij ¼
jiihjj are the transition operators. The postextraction sub-
space is spanned by fj0i; j1ig, and the postinjection by
fj2ig. As anticipated, the Hamiltonian is block diagonal in
the joint basis of these subspaces.
Figure 3(a) illustrates pXðτÞ from Eq. (9) [see Ref. [67]

for explicit expressions]. For large τ, these probabilities
scale as

pXðτÞ ∼ e−Γτ
"
1þ CX cos

 
2τ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϵ2 þ Δ2 þ Λ2

4

r
þ ϕX

!#
;

ð14Þ

FIG. 2. (a) Schematic of a three-level maser connected to hot
and cold baths and driven by a Rabi drive, illustrating the four
jump processes induced by the baths. (b)–(e) All four cycles for
this model akin to Figs. 1(b)–1(e).
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where Γ ¼ ðn̄hγh þ n̄cγcÞ=2 is the net decoherence rate,
Λ¼ðn̄hγh− n̄cγcÞ=2 indicates the bias, Δ¼ðωh−ωcÞ−ωd
is the detuning, and CX;ϕX are constants determined by
parameters of this model. The oscillatory behavior reflects
the coherent drive, reminiscent of Rabi oscillations between
j0i and j1i, while the exponential decay captures the
stochastic nature of jump events.
The marginals pX from Eq. (10) are shown in Fig. 3(b)

as a function of the ratio Th=Tc. The plot highlights
the different regimes of operation, which changes from
refrigeration to engine at Th=Tc ¼ ωh=ωc. It is noteworthy
that [67]

p1 − p2 ∝ n̄h − n̄c;
p3

p1

¼ p2

p4

¼ ðn̄h þ 1Þγh
ðn̄c þ 1Þγc

; ð15Þ

implying that, when γh ¼ γc, the probabilities of idle cycles
bound those of useful ones across all parameter ranges.
As a result, it is always more likely to observe the machine
undergoing a cycle with no net heat transfer.
The average cycle durations [Eqs. (11) and (12)] are

plotted in Fig. 3(c); for this model, it turns out that
Eðτj1Þ ¼ Eðτj3Þ and Eðτj2Þ ¼ Eðτj4Þ. Noticeably, the
cycles tend to take much longer in the refrigeration regime.
Moreover, at resonance, all conditional averages tend to
become very close (although not strictly equal), as shown in
the inset of Fig. 3(c). For small ϵ, the probability of useful
cycles pu ≔ p1 þ p2 scales as ϵ2=ðΓ2 þ Δ2Þ. This high-
lights that stronger pumps, more resonant drives, and lower
damping favor useful cycles.
In this model, the excitation current from Eq. (13) is

directly related to the steady-state heat, work, and entropy
production currents, as Q̇h ¼ ωhI ex, Q̇c ¼ −ωcI ex, Ẇ ¼
ωdIex, and Σ̇ ¼ σIex, where σ ¼ ωc=Tc − ωh=Th. The
second law Σ̇ ≥ 0 confirms the conditions for engine and
refrigeration regimes, depending on the sign of σ.
On the level of individual stochastic events, idle cycles

(X ¼ 3, 4) are entropy neutral, while engine (X ¼ 1) and

refrigeration (X ¼ 2) cycles produce entropy �σ, respec-
tively. The average entropy produced per cycle is therefore
EðΣcycÞ ¼ σðp1 − p2Þ, which relates to the steady-state
entropy production rate as Σ̇ ¼ EðΣcycÞ=EðτÞ. The variance
in entropy production within each cycle reads

VarðΣcycÞ ¼ σ2½ð1 − pidÞ − ðp1 − p2Þ2�; ð16Þ

where pid ≔ p3 þ p4 is the probability of idle cycles.
This variance vanishes in the absence of coherent drive
(ϵ ¼ 0 implying pid ¼ 1, p1 ¼ p2 ¼ 0) and is bounded
by σ2ð1 − pidÞ when p1 ¼ p2. Thus, the fluctuations in
entropy production are directly related to how often the
machine fails to produce useful cycles.
Intermittency of a machine—These findings show that

thermodynamic quantities can vary significantly between
individual cycles, highlighting the role of the machine’s
regularity or intermittency in its performance. Despite this
variability, due to Q̇h ¼ ωhI ex and Q̇c ¼ −ωcIex, these
fluctuations leave the steady-state efficiency unaffected,
with η¼1þQ̇c=Q̇h¼1−ωc=ωh. This perspective aligns
with Ref. [83], wherein the need for a complementary
metric to characterize small-scale machines was suggested.
Intermittency as a measure should capture the distribu-

tion of idle cycles as a proxy for consistency in heat flow.
Concretely, intermittency can be characterized by the
average number of idle cycles between two useful ones.
Since the typical thermodynamic variables cannot witness
idle cycles, their presence is inferred from only the time the
machine spends abstained from transferring heat. Thus, in a
manner analogous to the previous definition, the average
fraction of time spent performing idle cycles provides
another aspect of intermittency, particularly when idle
cycles occur on a different timescale than useful ones.
A perfectly regular machine—one where only useful cycles
occur—would have zero intermittency.

FIG. 3. (a)–(d) Statistics of cycles in three-level maser from Fig. 2. (a) Probability of observing a cycle X within a duration τ [Eq. (9)]
at resonance ωd ¼ ωh − ωc and Th=Tc ¼ 10. (b) Total probability of observing a cycle X [Eq. (10)] and (c) expectation values for cycle
duration [Eqs. (11) and (12)] as a function of the ratio of bath temperatures. A vertical line at Th=Tc ¼ ωh=ωc separates the refrigerator
and engine regimes. The inset shows all expectation values nearly converge at resonance. (d) Mean of intervening idle cycles between
useful cycles and ratios of fraction of idle-to-useful times against bath gradient. The parameters are fixed (in units of Tc ¼ 1) at
γh ¼ γc ≡ γ ¼ 0.05, ωh ¼ 8, ωc ¼ 2, ωd ¼ 4, ϵ ¼ 0.5 unless mentioned otherwise.
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For the three-level maser, characterizing intermittency is
greatly simplified since cycles are independent. In other
words, these cycles form renewal processes. The trajectory
probability from Eq. (6) factors into a product because
the postinjection subspace is a singleton (j2i). The average
number of idles n between useful ones, and the fraction
representing the average time spent in idle cycles relative to
useful cycles T appear as [67]

hni¼pid

pu
¼p3þp4

p1þp2

; T ¼p3Eðτj3Þþp4Eðτj4Þ
p1Eðτj1Þþp2Eðτj2Þ

; ð17Þ

both of which are plotted in Fig. 3(d). Assuming γh ¼ γc,
we find hni ≥ 1 and thus the machine operates irregularly.
Selecting an appropriate ratio of bath temperatures,
e.g., Th=Tc ∼ 9, enables quicker cycle completion but
results in a higher participation of idle cycles. This
emphasizes the subtle trade-offs involved in balancing
two aspects of intermittency. This trade-off is further
illuminated by examining the distributions of idle and
useful cycle times as explored in Ref. [67]. Moreover,
the framework in Ref. [67] generalizes to machines with
correlated cycles, capturing dynamics beyond indepen-
dent renewal processes.
Conclusions—We showed how to unravel the time-

dependent statistics of quantum thermal machines, ena-
bling classification of stochastic dynamics into distinct
cycles based on how they interact with different resource
reservoirs, determination of cycle occurrence frequencies,
and cycle durations. Our results encompass all statistical
correlations between cycles, and also connect with known
results in FCS for the average excitation current and
dynamical activity. This approach provides a new avenue
for characterizing quantum thermal machines using exper-
imentally accessible data. In particular, our formalism
could be readily employed to analyze, e.g., mesoscopic
transport in quantum dot experiments shedding light on the
underlying thermodynamics and emphasizing the role of
regularity in heat flow.
A key takeaway from this analysis is the concept of

intermittency, i.e., the reliability of a machine in performing
thermodynamically useful tasks. Since our approach ena-
bles the identification of both useful and idle cycles, we
now have the tools to optimize the intermittency for fixed
efficiency and output power. Our results also allow us to
examine cycle “bunching,” specifically how the occurrence
of one useful cycle influences the probability of observing
another. These insights have the potential to significantly
deepen our understanding and interpretation of quantum
stochastic processes.
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