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Continuously measured quantum systems are characterized by an output current, in the form of a stochastic and correlated time series, which conveys crucial information about the underlying quantum system. The many tools used to describe current fluctuations are scattered across different communities: quantum opticians often use stochastic master equations, while a prevalent approach in condensed-matter physics is provided by full counting statistics. These, however, are simply different sides of the same coin. Our goal with this tutorial is to provide a unified toolkit for describing current fluctuations. This not only provides novel insights, by bringing together different fields in physics, but also yields various analytical and numerical tools for computing quantities of interest. We illustrate our results with various pedagogical examples and connect them with topical fields of research, such as waiting-time statistics, quantum metrology, thermodynamic uncertainty relations, quantum point contacts, and Maxwell's demons.
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## I. INTRODUCTION

The importance of quantum measurements to modern quantum science cannot be overstated. Not only do they relate to the foundations of quantum theory but they are also the doorway to the quantum realm, since in experiments we only observe quantum systems indirectly through these measurements. One particularly important scenario is that of continuous measurements, where information about the system is available in the form of an output current, i.e., a classical time series that is fundamentally stochastic in nature (Fig. 1). Owing to the recent advances in quantum science and technology, there is growing interest in understanding the properties of these currents in more detail. In particular, their stochastic nature means that it is vital to also address their fluctuations. On the one hand, fluctuations represent a fundamental limitation to the measurement precision; but on the other, they also encode important information. This principle extends throughout all of quantum physics, from optical coherence functions ( $g^{(1)}, g^{(2)}, \ldots$ ) [1-7] to electric charge transport in mesoscopic conductors [8-21] and gravitational-wave detectors using radiation squeezing [22,23].

Current fluctuations carry information about the system that is not available in the average current $J:=E(I(t))$, where $I(t)$ denotes the classical stochastic output and $E(\cdot)$ denotes an expectation value over different realizations of the experiment. For instance, the two-point correlation function

$$
\begin{equation*}
F(\tau)=E(I(0) I(\tau))-J^{2} \tag{1}
\end{equation*}
$$

contains information on dynamical processes such as Rabi oscillations and relaxation rates. In photodetection, it is associated with the Glauber coherence functions $g^{(1)}$ and $g^{(2)}$ [24]. Current fluctuations also play a key role in the stable operation of mesoscopic and microscopic devices. Quantum dot systems can, e.g., operate as autonomous thermoelectric engines [25], the output of which is an electric current. This current fluctuates due to the microscopic nature of the system. It thus becomes crucial to develop strategies for keeping these fluctuations in check, so that they do not compromise the operation of the device [26-28].

The first motivation of this tutorial is to provide the intuition, as well as the tools, to compute current fluctuations from models based on quantum master equations (QMEs). The results should therefore be useful for both theoreticians aiming to uncover fundamental features of quantum fluctuations as well as experimentalists interested
in modeling their findings with the tools of open quantum systems.

Our second motivation is to bridge a gap that exists between approaches used by quantum opticians and by condensed-matter physicists, who study the same kinds of problems but with different languages and different tools. For example, quantum opticians often employ stochastic master equations (SMEs) [6,7] and the quantum regression theorem (QRT) [29,30]. A typical object of study is the current power spectrum

$$
\begin{equation*}
S(\omega)=\int_{-\infty}^{\infty} e^{-i \omega \tau} F(\tau) d \tau \tag{2}
\end{equation*}
$$

Condensed-matter physicists, on the other hand, often employ a toolkit called full counting statistics (FCS), which describes the statistics of the stochastic charge (integrated current) $N(t)=\int_{0}^{t} d t^{\prime} I\left(t^{\prime}\right)$. This involves concepts such as tilted Liouvillians and generalized quantum master equations (gQMEs) [12,19,31-35]. Among the quantities studied in FCS, the most popular one is

$$
\begin{equation*}
D=\lim _{t \rightarrow \infty} \frac{d}{d t} \operatorname{Var}(N(t)) \tag{3}
\end{equation*}
$$

called the noise, the diffusion coefficient, or the scaled variance. It is often not appreciated, however, that the noise is just the zero-frequency component of the power spectrum

$$
\begin{equation*}
D=S(0) \tag{4}
\end{equation*}
$$

This is but one simple example of how connected the different fields are. In fact, several such connections exist; e.g., between SMEs and gQMEs. Our goal is that by bridging the gap between these fields, one would benefit from a much broader set of tools, which will likely lead to new insights.

New researchers working with QMEs will often compute the average current, which is rather straightforward [36]. But when it comes to extracting current fluctuations, the procedures are not very well disseminated in the literature. Different communities often use different techniques and the relations between them are not clear. Our aim here is to show that making the step from master equations to current fluctuations is actually straightforward and that there exist simple and efficient methods for computing said quantities. This tutorial provides a pedagogical overview of several efficient numerical techniques that can be used to characterize current fluctuations. A set of numerical tools, including the notebooks used to generate all figures of this tutorial, can be found in Ref. [37]. It contains code in both Mathematica, using the MELT library [38], and in PYTHON, using QuTIP [39].

The basic structure of the tutorial is shown in Fig. 2 and a bird's-eye view of the main formulas is given in


FIG. 1. Continuously measured quantum systems and their output currents. (a) A paradigmatic example of a photodetector collecting the photons that leak out of an optical cavity. (b) The measurement gives rise to a stochastic output current; i.e., a correlated time series that contains information about the underlying quantum system. These currents usually come in two types: quantum jumps, which involve discrete clicks, as in photodetection; and quantum diffusion, where the current is a continuous noisy signal. In this tutorial, we provide the tools and the intuition to analyze the statistical properties of these currents, such as their multitime correlations. (c) We also show how this is connected to the framework of full counting statistics (FCS), which analyzes the properties of the integrated current (called the net charge).

Fig. 3. The main results are structured in Secs. II-IV. In each subsection, the concepts are illustrated with four main examples (Sec. IIB and Fig. 4), covering qubits, fermionic transport, and quantum optics. On a first pass, the reader may skip these examples, or consult them at will, without compromising the structure of the core material. Optional material includes Sec. V, which contains solution methods for computing the relevant quantities in practice, and Sec. VI, which discusses the connection with various topical fields of research.

## II. QUANTUM MASTER EQUATIONS AND OUTPUT CURRENTS

## A. Basic setting

In this tutorial, we will focus on systems evolving according to QMEs of the form

$$
\begin{equation*}
\frac{d \rho}{d t}=\mathcal{L} \rho=-i[H, \rho]+\sum_{k=1}^{r} \mathcal{D}\left[L_{k}\right] \rho \tag{5}
\end{equation*}
$$

Core material


Optional material


FIG. 2. The structure of the tutorial, divided into core and optional material.

The superoperator $\mathcal{L}$ is called the Liouvillian. The first term is the unitary dynamics, where $H$ is the system Hamiltonian. The second term encompasses the dissipation, with $\mathcal{D}[L]=L \rho L^{\dagger}-\frac{1}{2}\left\{L^{\dagger} L, \rho\right\}$ being a Lindblad dissipator. The set of operators $\left\{L_{k}\right\}$, which depend on the problem at hand, are called jump operators. Below, we refer to each $k$ value as a jump channel. That is, we might say that " $L_{k}$ is the jump operator of channel $k$." The meaning of different "channels" will become clear once we discuss examples in Sec. II B. The solution of Eq. (5) is [40]

$$
\begin{equation*}
\rho(t)=e^{\mathcal{L} t} \rho_{0} \tag{6}
\end{equation*}
$$

Often (but not always [41]), for any initial state, this solution will evolve toward a unique steady state $\rho_{\mathrm{ss}}$, which is the solution of

$$
\begin{equation*}
\mathcal{L} \rho_{\mathrm{ss}}=0 . \tag{7}
\end{equation*}
$$

We will henceforth assume that this is the case, unless stated otherwise. Equation (5) encompasses a myriad of interesting problems, across various quantum platforms. We assume that the reader has some familiarity with equations of this form. Throughout the tutorial, we set $\hbar=$ $k_{B}=1$.

## B. Examples

We now list four examples that will be used throughout the tutorial, labeled A, B, C, and D. These examples have been chosen specifically for their pedagogical value and their ubiquitous implementation, both experimentally and theoretically. The examples are depicted pictorially in Fig. 4 and a summary of the main results for each one (discussed throughout the review) is given in Table I.

| Quantum jumps (Secs. II.C and II.D) | Quantum diffusion (Secs. II.E) |
| :---: | :---: |
| Superoperators: | Superoperators: |
| $\mathcal{J} \rho=\sum_{k} \nu_{k} L_{k} \rho L_{k}^{\dagger}$ | $\mathcal{H} \rho=\sum_{k} \nu_{k}\left(L_{k} \rho e^{-i \phi_{k}}+\rho L_{k}^{\dagger} e^{i \phi_{k}}\right)$ |
| Stochastic current: <br> $d N(t)=\nu_{k}$ when jump $k$ occurs. <br> Averages to $J=\sum_{k} \nu_{k}\left\langle L_{k}^{\dagger} L_{k}\right\rangle$ | $I_{\text {diff }}=\sum_{k} \nu_{k}\left(\left\langle L_{k} e^{-i \phi_{k}}+L_{k}^{\dagger} e^{i \phi_{k}}\right\rangle+\frac{d W_{k}}{d t}\right)$ |
| Averages to $J_{\text {diff }}=\sum_{k} \nu_{k}\left\langle L_{k} e^{-i \phi_{k}}+L_{k}^{\dagger} e^{i \phi_{k}}\right\rangle$ |  |

Fluctuations of the output current (Secs. III)

$$
\text { For diffusion change } \mathcal{J} \rightarrow \mathcal{H}
$$

Two-point function: $\quad F(\tau)=E(I(t) I(t+\tau))-J^{2}=K \delta(\tau)+\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho\right\}-J^{2}$
Power spectrum: $S(\omega)=\int_{-\infty}^{\infty} d \tau e^{-i \omega \tau} F(\tau) \quad$ QJ: $K=\sum_{k} \nu_{k}^{2}\left\langle L_{k}^{\dagger} L_{k}\right\rangle$
Noise: $D=\frac{d}{d t} \operatorname{Var}(N(t))=S(0)=2 \int_{0}^{\infty} d \tau F(\tau) \quad$ QD: $K_{\text {diff }}=\sum_{k} \nu_{k}^{2}$

> Tilted Liouvillians (Secs. IV)
> Quantum jumps:
> $\mathcal{L}_{\chi} \rho=-i[H, \rho]+\sum_{k} e^{i \nu_{k} \chi} L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}\right\}$
> Quantum diffusion:
> $\mathcal{L}_{\chi} \rho=-i[H, \rho]+i \chi \sum_{k} \nu_{k}\left(L_{k} \rho e^{-i \phi_{k}}+\rho L_{k}^{\dagger} e^{i \phi_{k}}\right)-\frac{\chi^{2}}{2} \rho \sum_{k} \nu_{k}^{2}$
> For generic tilted Liouvillians:
> $\mathcal{J}=-\left.i \partial_{\chi} \mathcal{L}_{\chi}\right|_{\chi=0} \quad K=-\operatorname{tr}\left\{\left.\rho \partial_{\chi}^{2} \mathcal{L}_{\chi}\right|_{\chi=0}\right\}$

Full counting statistics (Secs. IV)
Generalized QME: $\frac{d \rho_{\chi}}{d t}=\mathcal{L}_{\chi} \rho_{\chi} \quad \rightarrow \quad \rho_{\chi}(t)=e^{\mathcal{L}_{\chi} t} \rho(0)$
Probability distribution of $N(t): \quad P(n, t)=\int \frac{d \chi}{2 \pi} e^{-i n \chi} \operatorname{tr} \rho_{\chi}(t)$
Scaled CGF: $\quad C(\chi)=\lim _{t \rightarrow \infty} \partial_{t} \ln \operatorname{tr} \rho_{\chi}(t)=\lambda_{0}(\chi)=\max$ eig of $\mathcal{L}_{\chi}$

FIG. 3. An overview of the main results in this tutorial, with the corresponding sections.

## 1. Example A: Coherently driven qubit coupled to a thermal reservoir

The first example is a single qubit driven off resonantly at a detuning $\Delta$ and Rabi frequency $\Omega$. The Hamiltonian is

$$
\begin{equation*}
H=\frac{\Delta}{2} \sigma_{z}+\Omega \sigma_{x}=\Delta \sigma_{+} \sigma_{-}+\Omega\left(\sigma_{+}+\sigma_{-}\right)-\Delta / 2 \tag{8}
\end{equation*}
$$

where $\sigma_{x, y, z,+,-}$ are Pauli matrices. We work in the computational basis, $|0\rangle=|\downarrow\rangle$ and $|1\rangle=\uparrow \uparrow$ (eigenstates of $\sigma_{z}$ ). The above model describes various physical scenarios. One is a two-level atom driven by a strong coherent laser field. The Schrödinger-picture Hamiltonian is $H(t)=$ $\omega \sigma_{+} \sigma_{-}+\Omega\left(\sigma_{+} e^{-i \omega_{d} t}+\sigma_{-} e^{i \omega_{d} t}\right)$, where $\omega$ is the transition frequency of the atom and $\omega_{d}$ is the laser drive frequency. Moving to a rotating frame with $e^{i \omega_{d} t \sigma_{+} \sigma_{-}}$removes the time dependence and detunes the frequency to $\Delta=\omega-\omega_{d}$, yielding Eq. (8).

We assume that the qubit is coupled to a thermal bath, described by the QME

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\gamma(\bar{N}+1) \mathcal{D}\left[\sigma_{-}\right] \rho+\gamma \bar{N} \mathcal{D}\left[\sigma_{+}\right] \rho \tag{9}
\end{equation*}
$$

where $\gamma>0$ is the coupling strength and $\bar{N}=\left(e^{\beta \omega}-1\right)^{-1}$ is the Bose-Einstein distribution, with $\beta=1 / T$. The two dissipators describe the emission and absorption of thermal photons. Note that even at zero temperature $(\bar{N}=0)$, the first dissipator does not vanish: this corresponds to spontaneous emission. If $\Omega=0$, the steady state is diagonal in the $\sigma_{z}$ basis, with $\left\langle\sigma_{z}\right\rangle=-1 /(2 \bar{N}+1)$. When $\Omega \neq 0$, the steady state will involve both populations and coherences in the computational basis.

The master equation [Eq. (9)], as well as the ones for the other examples below, are usually a good approximation when the coupling constant $\gamma$ to the reservoir is small.


FIG. 4. Depictions of the four basic examples discussed throughout the tutorial. For more details, see Table I.

TABLE I. The main results for the four basic examples treated in this tutorial and the figures and/or equations to which they correspond. See also Fig. 4 for a schematic of the four examples.

|  | Example A | Example B | Example C | Example D |
| :--- | :---: | :---: | :---: | :---: |
| Name | Driven qubit | Quantum dot | Dephased qubit | Parametric oscillator |
| Definition | Eqs. (8) and (9) | Eqs. (10) and (11) | Eqs. (8) and (13) | Eqs. (14) and (15) |
| Process type | Jump | Jump | Diffusion | Both |
| Quantum trajectories | Fig. 7 | Fig. 8 | Fig. 10 | Figs. 9 and 11 |
| Average current | Eqs. (42) and (43) | Eq. (45) | $J_{\text {diff }}=0$ | Sec. VF 3 |
| $F(\tau), S(\omega)$, or $D$ | Fig. 12 and Eq. (81) | Eq. (138) | Figs. 13 and 14 | Sec. VF 3 |
| $P(n, t)$ or $C(\chi)$ | Fig. 16 | Secs. IV D 1 and VE 1 | Fig. 18 | Fig. 17 |

Strong system-environment coupling leads to various complications and corresponds to a vast field of research, with different approaches having been developed in the literature. Recent overviews can be found in Refs. [42,43]. Here, we only mention that many of these approaches still involve appropriately modified master equations. Hence the overarching ideas of this tutorial continue to apply.

## 2. Example B: Quantum dot coupled to two fermionic leads

The second example consists of a single quantum dot, described by fermionic operators $c$ and $c^{\dagger}$ satisfying the anticommutation relation $\left\{c, c^{\dagger}\right\}=1$ and $c^{2}=0$. The Hamiltonian is

$$
\begin{equation*}
H=\omega c^{\dagger} c \tag{10}
\end{equation*}
$$

where $\omega$ is the energy of the dot. For fermions, terms such as $c+c^{\dagger}$ are not allowed due to parity superselection rules [44]. We assume that this dot is connected to two fermionic reservoirs, each at a temperature $T_{\alpha}$ and chemical potential $\mu_{\alpha}$, with $\alpha=L, R$. The corresponding master equation is

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\sum_{\alpha=L, R} \gamma_{-}^{\alpha} \mathcal{D}[c] \rho+\gamma_{+}^{\alpha} \mathcal{D}\left[c^{\dagger}\right] \rho, \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{-}^{\alpha}=\gamma_{\alpha}\left(1-f_{\alpha}\right), \quad \gamma_{+}^{\alpha}=\gamma_{\alpha} f_{\alpha} \tag{12}
\end{equation*}
$$

in which $\gamma_{\alpha}$ is the coupling strength and $f_{\alpha}=\left(e^{\beta_{\alpha}\left(\omega-\mu_{\alpha}\right)}+\right.$ $1)^{-1}$ the Fermi-Dirac distribution of reservoir $\alpha=L, R$. Note that since the two baths involve the same jump operators, we could also group them and define effective rates $\gamma_{ \pm}=\gamma_{ \pm}^{R}+\gamma_{ \pm}^{R}$ [45]; but since they represent different physical processes, it will be important to keep them separate. We also note that, mathematically speaking, this model is equivalent to example A with $\Omega=0$ [Eq. (8)], provided that we map $\sigma_{-} \rightarrow c$ and relate $\bar{N}=f /(1-2 f)$ (the strengths $\gamma_{\alpha}$ also change).

## 3. Example C: Coherently driven qubit subject to dephasing

The third example is a single qubit undergoing pure dephasing. The Hamiltonian is identical to Eq. (8) but the master equation changes to

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\Gamma \mathcal{D}\left[\sigma_{z}\right] \rho \tag{13}
\end{equation*}
$$

where $\Gamma$ is the rate of dephasing. While the two dissipators in Eq. (9) involve jumps between the computational basis of the qubit, the dephasing only causes decoherence in this basis. This arises, e.g., from fast and random fluctuations in the energy difference between the computational basis states [46]. For example, in quantum dots (with $\sigma_{z} \rightarrow$ $2 c^{\dagger} c-1$ ), the electron couples via the Coulomb interaction to any nearby charges, the fluctuations of which lead to dephasing. The dissipator in this case could be equivalently written as $2 \Gamma \mathcal{D}\left[c^{\dagger} c\right]$. As will be discussed, dephasing also appears whenever an observable, in this case $\sigma_{z}$, is being continuously monitored.

For $\Omega \neq 0$, the steady state of Eq. (13) is unique and given by the maximally mixed state $\rho=\mathbb{1}_{2} / 2$. For $\Omega=$ 0 , any state diagonal in the computational basis is a valid steady state (i.e., the steady state is no longer unique).

## 4. Example D: Parametrically driven Kerr oscillator

The last example is a parametrically driven optical cavity subject to single-photon losses and a Kerr nonlinearity [47]. This system can be modeled by a single bosonic mode, with frequency $\omega_{c}$ and annihilation operator $a$. The Hamiltonian in a frame rotating at twice the pump frequency, $\omega_{p}$, reads

$$
\begin{equation*}
H=\Delta a^{\dagger} a+\frac{1}{2}\left(G a^{\dagger 2}+G^{*} a^{2}\right)+\frac{U}{2} a^{\dagger} a^{\dagger} a a \tag{14}
\end{equation*}
$$

where $G$ is the "two-photon" pumping strength, $\Delta=\omega_{c}-$ $\omega_{p} / 2$ is the detuning, and $U$ is the Kerr nonlinearity. The system is also subject to photon losses from the cavity,


FIG. 5. The steady-state Wigner function $W(x, p)=$ $1 / \pi \int_{-\infty}^{\infty} d y\langle x-y| \rho_{\text {ss }}|x+y\rangle e^{2 i p y}$ (where $|x\rangle$ are the eigenstates of position) for example D (Sec. II B 4). The horizontal and vertical axes refer to the field quadratures (position and momentum), not shown for clarity. The parameters are as follows: (a) $(G, U, \Delta)=(0.3 i, 0,0)$, (b) $(1,1 / 3,0)$, and (c) $(1,1 / 3,-2)$, with $\kappa=1$. In all cases, the Wigner function is non-negative. The color scales are omitted for visibility. These three examples exhibit the rich landscape of possible states that can be studied in example D.
which we model by the master equation

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\kappa \mathcal{D}[a] \rho, \tag{15}
\end{equation*}
$$

where $\kappa$ is the photon loss rate. Sometimes, it is also necessary to include two-photon losses, described by the dissipator $\mathcal{D}\left[a^{2}\right]$, but we assume that these can be neglected for simplicity.

If $U=0$, the model is said to be Gaussian (to be studied in Sec. V F) and can be solved analytically. The steady state in this case is a squeezed thermal state with

$$
\begin{equation*}
\left\langle a^{\dagger} a\right\rangle=\frac{2|G|^{2}}{\kappa^{2}+4 \Delta^{2}-4|G|^{2}}, \quad\langle a a\rangle=-\frac{G(2 \Delta+i \kappa)}{\kappa^{2}+4 \Delta^{2}-4|G|^{2}} . \tag{16}
\end{equation*}
$$

The steady state is only stable when $4|G|^{2}<\kappa^{2}+4 \Delta^{2}$, as is clear from the denominators. Conversely, if $U \neq 0$, the steady state is always stable. In this case-known as the parametrically pumped Kerr (PPK) model-a rich variety of properties emerge. We illustrate this in Fig. 5, where we plot the Wigner function of the steady state for different choices of the parameters. Figure $5(\mathrm{a})$ is the squeezed state given in Eq. (16), while Figs. 5(b) and 5(c) are different states that emerge when $U \neq 0$. For more details on the phase diagram of this model, see Refs. [48,49]. We also mention that the steady-state density matrix of this model can be found analytically, either using the generalized $P$ function $[50,51]$ or the coherent quantum absorber method $[47,52]$. However, this does not give access to current fluctuations. Whether these solution methods can be generalized to also encompass that is, to the best of our knowledge, an open and interesting question.

## C. Quantum jumps

We now return to the general master equation [Eq. (5)] and introduce the notion of quantum jumps and output currents. Inside the dissipators $\mathcal{D}\left[L_{k}\right]$, the terms of the form $L_{k} \rho L_{k}^{\dagger}$ play a very different role than the terms $L_{k}^{\dagger} L_{k} \rho$ and $\rho L_{k}^{\dagger} L_{k}$. For instance, in the case of a qubit, if $L=\sigma_{-}$ and $\rho=|\uparrow\rangle\langle\uparrow|$, then $\left.\left.\sigma_{-} \uparrow\right\rangle\right\rangle\langle\uparrow| \sigma_{+}=|\downarrow\rangle\langle\downarrow|$, causing the qubit to transition to the down state. Conversely, $\sigma_{+} \sigma_{-}|\uparrow\rangle\langle\uparrow|=$ $|\uparrow\rangle\langle\uparrow|$ does not. As we will see in what follows, the terms $L_{k} \rho L_{k}^{\dagger}$ will be associated with a quantum jump happening in channel $k$.

To make quantum jumps precise, one must recall the concepts of quantum operations and generalized measurements [53]. Any map taking density matrices to density matrices (known as completely positive and trace preserving, CPTP) can be written as the quantum operation

$$
\begin{equation*}
\rho \rightarrow \sum_{j} M_{j} \rho M_{j}^{\dagger} \tag{17}
\end{equation*}
$$

where $\left\{M_{j}\right\}$ can be any set of operators satisfying the normalization condition $\sum_{j} M_{j}^{\dagger} M_{j}=1$. A quantum operation, in turn, can always be interpreted as a generalized measurement, where the labels $j$ represent the different measurement outcomes (the number of which can be arbitrary). The probability that outcome $j$ is observed is

$$
\begin{equation*}
p_{j}=\operatorname{tr}\left(M_{j} \rho M_{j}^{\dagger}\right) \tag{18}
\end{equation*}
$$

And, if the outcome was $j$, the state of the system is updated as

$$
\begin{equation*}
\rho \rightarrow \frac{M_{j} \rho M_{j}^{\dagger}}{p_{j}} \tag{19}
\end{equation*}
$$

where the factor of $p_{j}$ is included to make sure that the state is properly normalized. This represents the updated state of the system, conditioned (or postselected) on knowing that the outcome was $j$. This "conditional state" is therefore random, in the sense that $j$ is sampled randomly with probability $p_{j}$. Conversely, if we do not record the outcome, the updated state would be the statistical average

$$
\sum_{j} p_{j} \frac{M_{j} \rho M_{j}^{\dagger}}{p_{j}}=\sum_{j} M_{j} \rho M_{j}^{\dagger}
$$

which is precisely the original CPTP map Eq. (17). We refer to Eq. (17) as the unconditional state, in the sense that it is not conditioned on the actual outcome. The above decomposition in terms of generalized measurement outcomes is called an unraveling [54] of the quantum operation. Unravelings are not unique [55]. And, of course, implementing a specific one in the laboratory might not be
simple at all. But the above discussion establishes that, at least in principle, every quantum operation can be unraveled into a set of possible measurement outcomes and corresponding conditional states.

We now apply the above ideas to the evolution, given in Eq. (6), of the master equation. Focusing on an infinitesimal time $d t$, we can expand the exponential and write

$$
\begin{equation*}
e^{\mathcal{L} d t} \rho=\rho-i d t\left(H_{\mathrm{eff}} \rho-\rho H_{\mathrm{eff}}^{\dagger}\right)+d t \sum_{k=1}^{\mathrm{r}} L_{k} \rho L_{k}^{\dagger}+\mathcal{O}\left(d t^{2}\right), \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\mathrm{eff}}=H-\frac{i}{2} \sum_{k} L_{k}^{\dagger} L_{k}, \tag{21}
\end{equation*}
$$

is a kind of non-Hermitian Hamiltonian. Equation (20) can be written as a quantum operation Eq. (17)

$$
\begin{equation*}
e^{\mathcal{L} d t} \rho=M_{0} \rho M_{0}^{\dagger}+\sum_{k=1}^{r} M_{k} \rho M_{k}^{\dagger} \tag{22}
\end{equation*}
$$

with Kraus operators

$$
\begin{align*}
& M_{0}=1-i H_{\mathrm{eff}} d t, \\
& M_{k}=\sqrt{d t} L_{k}, \quad k=1, \ldots, \mathrm{r} \tag{23}
\end{align*}
$$

One may verify that $M_{0}^{\dagger} M_{0}+\sum_{k=1}^{r} M_{k}^{\dagger} M_{k}=1+\mathcal{O}\left(d t^{2}\right)$, so that the Kraus operators are indeed normalized. We have therefore unraveled one infinitesimal time step of the master equation evolution. But, of course, we can now keep doing this for multiple steps. This is what is called the quantum jump unraveling of the master equation. At each time step, there will either be a jump in channel $k$ or no jump (associated with $M_{0}$ ). The probability that a jump happens, according to Eq. (18), is

$$
\begin{equation*}
p_{k}=\operatorname{tr}\left\{M_{k} \rho M_{k}^{\dagger}\right\}=d t \operatorname{tr}\left\{L_{k} \rho L_{k}^{\dagger}\right\} \tag{24}
\end{equation*}
$$

Since $d t$ is infinitesimal, it is always much more likely that no jump will occur (probability $p_{0}=1-\sum_{k=1}^{r} p_{k}$ ). In this unraveling, therefore, the dynamics is described by a series of random jumps occurring at random times (and in random channels), followed by a smooth no-jump evolution (as illustrated in Fig. 6). Interestingly, the no-jump evolution (under $M_{0}$ ) is not unitary but is described by the non-Hermitian Hamiltonian $H_{\text {eff. }}$. This happens because this evolution is conditional; i.e., it is the evolution given that no jump happened. And not observing a jump is still information, so that we still update our knowledge about the system.


FIG. 6. A depiction of a master equation unraveled into a stochastic jump equation [Eq. (30)]. The dynamics of an observable will exhibit smooth evolution punctuated by sudden jumps.

Quantum jumps are a consequence of the open nature of the problem; i.e., the interaction between system and environment. But in many experiments, they can be connected with outcomes (clicks) in specific detectors placed within the environment. For instance, in a two-level atom, $\sigma_{-} \rho \sigma_{+}$represents the emission of a photon, which could be detected by placing a photodetector close to it. A similar idea occurs in electron transport across quantum dots (example C), where the term $c \rho c^{\dagger}$ in Eq. (11) extracts an electron from the system, while $c^{\dagger} \rho c$ injects an electron. In principle, both of these processes could be detected by observing the charge of the reservoirs. Of course, whether or not this is experimentally feasible is problem specific. Furthermore, it might involve a nonideal efficiency (i.e., some jumps might be missed). Notwithstanding, what matters is that, at least in principle, we can associate quantum jumps with specific detectors located in the environment, with one detector for each channel $k$. This is fundamental to the paradigm that we will use here to bridge the gap between quantum dynamics and classical outcomes.

The Kraus decomposition given in Eq. (22) allows us to describe the stochastic effects that monitoring these clicks would have on the system evolution. We denote the density matrix conditioned on a particular sequence of clicks as $\rho_{c}(t)$. At each time step, we choose one of the channels $k=$ $0,1, \ldots, r$ with probabilities $p_{k}^{c}=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho_{c}\right\}$ (and $p_{0}^{c}=$ $1-\sum_{k=1}^{r} p_{k}^{c}$ ). If the outcome is $k=1, \ldots, r$, we change the state of the system as

$$
\begin{equation*}
\rho_{c}(t+d t)=\frac{L_{k} \rho_{c}(t) L_{k}^{\dagger}}{\operatorname{tr}\left(L_{k} \rho(t) L_{k}^{\dagger}\right)} . \tag{25}
\end{equation*}
$$

Or if the outcome is 0 , we change it as

$$
\begin{equation*}
\rho_{c}(t+d t)=\rho_{c}(t)-i d t\left(H_{\mathrm{eff}} \rho_{c}(t)-\rho_{c}(t) H_{\mathrm{eff}}^{\dagger}\right) . \tag{26}
\end{equation*}
$$

This yields a quantum trajectory: a stochastic evolution of the system density matrix conditioned on specific sets of clicks. In practice, this is not the most efficient way of simulating quantum trajectories. A more efficient method is the Monte Carlo wave-function approach [56], which we discuss in Appendix A.

Let us introduce classical random variables $d N_{k}(t)=$ 0,1 , which take the value 1 when a jump occurs in channel $k$ and 0 otherwise. That is,

$$
\begin{equation*}
P\left(d N_{k}(t)=1 \mid \rho_{c}(t)\right) \equiv p_{k}^{c}(t)=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho_{c}(t)\right\} \tag{27}
\end{equation*}
$$

Here, we write $P\left(d N_{k}(t)=1 \mid \rho_{c}(t)\right)$, with a conditional in $\rho_{c}(t)$ to emphasize that it depends on the entire stochastic trajectory $d N_{k}\left(t^{\prime}\right)$ for $t^{\prime}<t$. These random variables $d N_{k}(t)$, as we will see, play a fundamental role, as they describe the connection between the quantum dynamics and classical observable outcomes. In terms of the $d N_{k}(t)$, we can also write the conditional updating as a stochastic master equation

$$
\begin{align*}
\rho_{c}(t+d t)= & \frac{\left(1-\sum_{k=1}^{r} d N_{k}(t)\right)}{1-\sum_{k=1}^{r} p_{k}^{c}(t)} M_{0} \rho_{c}(t) M_{0}^{\dagger} \\
& +\sum_{k=1}^{r} d N_{k}(t) \frac{M_{k} \rho_{c}(t) M_{k}^{\dagger}}{p_{k}^{c}(t)} \tag{28}
\end{align*}
$$

Since $p_{k}^{c} \propto d t$, we never observe more than a single jump during a time step of $d t$, which implies the relations

$$
\begin{equation*}
d N_{k} d N_{l}=d N_{k} \delta_{k l}, \quad d t d N_{k}=0 \tag{29}
\end{equation*}
$$

with $\delta_{k l}$ denoting the Kronecker delta. The last equation describes the defining properties of a stochastic point (or jump) process [57] and will be explained in more detail below, in Eq. (35).

With the help of Eq. (29), we can expand the stochastic master equation [Eq. (28)] into leading order in $d t$, allowing us to write it as $[6,54,58]$

$$
\begin{equation*}
d \rho_{c}=d t \mathcal{L} \rho_{c}+\sum_{k=1}^{r}\left(d N_{k}-d t\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}\right)\left(\frac{L_{k} \rho_{c} L_{k}^{\dagger}}{\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}}-\rho_{c}\right) \tag{30}
\end{equation*}
$$

where $d \rho_{c}=\rho_{c}(t+d t)-\rho_{c}(t)$ and $\langle O\rangle_{c}=\operatorname{tr}\left\{O \rho_{c}\right\}$. This is a nonlinear equation due to the appearance of the averages $\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}$. It is also worth mentioning that if a state is initially pure, it will remain so under the evolution given in Eq. (28). If this is the case, then instead of Eq. (28), we can write

$$
\begin{equation*}
\left|\psi_{c}(t+d t)\right\rangle=\sum_{k=0}^{r} d N_{k}(t) \frac{M_{k}\left|\psi_{c}(t)\right\rangle}{\sqrt{p_{k}^{c}}} \tag{31}
\end{equation*}
$$

Expanding in the same way that we did to get to Eq. (30), this becomes [54,58]

$$
\begin{align*}
d\left|\psi_{c}\right\rangle= & d t\left(-i H_{\mathrm{eff}}+\frac{1}{2} \sum_{k=1}^{\mathrm{r}}\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}\right)\left|\psi_{c}\right\rangle \\
& +\sum_{k=1}^{r} d N_{k}(t)\left(\frac{L_{k}}{\sqrt{\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}}}-1\right)\left|\psi_{c}\right\rangle . \tag{32}
\end{align*}
$$

For most time steps, the second term will vanish and the system will evolve smoothly according to the first term, which essentially involves the non-Hermitian Hamiltonian $H_{\text {eff }}$ in Eq. (21). Conversely, when a jump occurs, one of the $d N_{k}$ will be 1 and the first term in Eq. (32) can be neglected, since it is of order $d t$.

The unconditional density matrix, $\rho(t)=e^{\mathcal{L} t} \rho(0)$, is recovered by averaging over the ensemble of all possible sequences of clicks; i.e., by repeating the dynamics multiple times, with the same initial condition and different random sequences of clicks. We will denote this expectation value by

$$
\begin{equation*}
\rho(t)=E\left[\rho_{c}(t)\right] \tag{33}
\end{equation*}
$$

A similar average must therefore hold at the level of $p_{k}$ and $p_{k}^{c}$, which allows us to write

$$
\begin{equation*}
p_{k}=E\left[p_{k}^{c}\right]=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho\right\} \equiv P\left(d N_{k}=1\right) \tag{34}
\end{equation*}
$$

If we average Eq. (28) over the $d N_{k}(t)$, we should therefore recover the unconditional map given in Eq. (22). To actually carry out this computation, however, care must be taken with the fact that $d N_{k}(t)$ and $\rho_{c}(t)$ are not statistically independent since, as highlighted in Eq. (27), we use $\rho_{c}(t)$ to generate $d N_{k}(t)$. Instead, the following identity holds [59]:

$$
\begin{equation*}
E\left[d N_{k}(t) g\left(\rho_{c}(t)\right)\right]=E\left[p_{k}^{c}(t) g\left(\rho_{c}(t)\right)\right] \tag{35}
\end{equation*}
$$

for any function $g\left(\rho_{c}\right)$. Using this relation in Eq. (28) yields

$$
\begin{equation*}
E\left[d N_{k}(t) \frac{M_{k} \rho_{c}(t) M_{k}^{\dagger}}{p_{k}^{c}(t)}\right]=E\left[M_{k} \rho_{c}(t) M_{k}^{\dagger}\right]=M_{k} \rho(t) M_{k}^{\dagger}, \tag{36}
\end{equation*}
$$

so that the unconditional dynamics in Eq. (22) is indeed recovered. Eq. (35) also shows that if we take $g\left(\rho_{c}\right)=d t$ (a constant), then $E\left[d N_{k}(t) d t\right]=E\left[p_{k}^{c}(t) d t\right] \propto d t^{2}$. The quantity $d N_{k} d t$ is therefore always of order $d t^{2}$, which explains why we can set $d N_{k} d t=0$, as in Eq. (29).

## D. Output currents

The increments $d N_{k}$ can be understood as the change in a counting variable $N_{k}(t)$, which counts the net number of jumps that took place in channel $k$ between $[0, t]$ (or the number of clicks in a detector that measures those jumps). Often, though, we are interested in quantities that involve multiple channels. For instance, we might wish to count the particle current, which is the number of excitations exchanged between the system and the bath in a dissipator such as Eq. (9). In this case, $\mathcal{D}\left[\sigma_{+}\right]$should count as +1 and $\mathcal{D}\left[\sigma_{-}\right]$as -1 . To encompass this kind of situation, we define the total charge

$$
\begin{equation*}
N(t)=\sum_{k} v_{k} N_{k}(t) \tag{37}
\end{equation*}
$$

where the $v_{k}$ are weights associated with whatever physical process one is dealing with ( $v_{ \pm}= \pm 1$ in the previous example). The stochastic current, in turn, is defined as the rate of change of the charge:

$$
\begin{equation*}
I(t)=\frac{d N}{d t}, \quad N(t)=\int_{0}^{t} d t^{\prime} I\left(t^{\prime}\right) \tag{38}
\end{equation*}
$$

The choice of $v_{k}$ is determined by what one wishes to describe. Here are some examples:
(a) Particle current. In Eq. (9), we choose $v_{-}=-1$ for $\mathcal{D}\left[\sigma_{-}\right]$(emission) and $\nu_{+}=+1$ for $\mathcal{D}\left[\sigma_{+}\right]$(absorption).
(b) Energy current. if each excitation carries a welldefined energy $\epsilon$, we might similarly define $\nu_{ \pm}=$ $\pm \epsilon$.
(c) Photon current. in example D [Eq. (15)], photons can only be lost to the environment, so $v=1$ gives the net photon current. Unlike the particle current, in this case we always have $N(t) \geqslant 0$ (the photon count can only go up). If there are two-photon losses, we can also choose $v=1$ for $\mathcal{D}[a]$ and $v=2$ for $\mathcal{D}\left[a^{2}\right]$, so that the jumps $a^{2} \rho\left(a^{\dagger}\right)^{2}$ count as two photons.
(d) Dynamical activity. This represents the net number of jumps, irrespective of their channels. It is obtained by setting $v_{k}=1$ for all $L_{k}$ in the QME. The dynamical activity has recently become popular in connection with the so-called kinetic uncertainty relations [60,61].

One might also be interested in describing multiple current specimens at the same time, e.g., particle currents to the left bath and to the right bath. These can be constructed as $N_{\alpha}(t)=\sum_{k} v_{\alpha k} N_{k}(t)$, with coefficients $v_{\alpha k}$, where the $\alpha$ label the current type. For simplicity, we will focus for now on a single current specimen but in Sec. VI C we show how the results can be generalized.

The current $I(t)$ [or the charge $N(t)$ ] is a stochastic quantity. The average current is

$$
\begin{equation*}
J(t):=E[I(t)]=\frac{1}{d t} E[d N(t)]=\frac{1}{d t} \sum_{k} v_{k} E\left[d N_{k}(t)\right] \tag{39}
\end{equation*}
$$

Using Eq. (34), we find that

$$
\begin{equation*}
J(t)=\sum_{k} v_{k} \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho(t)\right\} \tag{40}
\end{equation*}
$$

This is only an average, however, and therefore it conveys only a limited amount of information about the stochastic current. Our goal in this tutorial is to develop the tools to go beyond the average and also look at fluctuations. In the remainder of this section, we discuss examples and also introduce the paradigm of quantum diffusion, which is complementary to quantum jumps. The reader interested in skipping ahead may go straight to Sec. III.

## 1. Imperfect detection

In actual experiments, we often cannot detect the clicks with perfect efficiency. Introducing partial detection efficiency in the model is therefore crucial for describing various realistic situations. In our framework, this can be done seamlessly using the following trick. Suppose that the $r$ jump operators $L_{k}$ are each measured with an efficiency $\eta_{k} \in[0,1]$, such that $\eta_{k}=1$ means perfect efficiency. We can then double the number of jump operators by defining $L_{k}^{0}=\sqrt{1-\eta_{k}} L_{k}$ and $L_{k}^{1}=\sqrt{\eta_{k}} L_{k}$, so that Eq. (5) is rewritten as

$$
\begin{equation*}
\mathcal{L} \rho=-i[H, \rho]+\sum_{k=1}^{r} \mathcal{D}\left[L_{k}^{0}\right] \rho+\mathcal{D}\left[L_{k}^{1}\right] \rho . \tag{41}
\end{equation*}
$$

We now have $2 r$ jump operators and we can interpret $L_{k}^{1}$ as the set that is accessible for detection and $L_{k}^{0}$ as a set that is inaccessible. In practice, this simply means that we need to construct the charge equation [Eq. (37)] using $v_{k}^{0}=0$, for the part that is inaccessible.

## 2. Output current for example A

There are two dissipators in Eq. (9), so there will be two counting variables, $d N_{-}$and $d N_{+}$, associated with the jump operators $\sigma_{-}$and $\sigma_{+}$. For example, to construct the particle current, we use weights $\nu_{ \pm}= \pm 1$, leading to $I(t)=\left(d N_{+} / d t\right)-\left(d N_{-} / d t\right)$. The average current is then

$$
\begin{align*}
J(t) & =\gamma \bar{N}\left\langle\sigma_{-} \sigma_{+}\right\rangle-\gamma(\bar{N}+1)\left\langle\sigma_{+} \sigma_{-}\right\rangle \\
& =\gamma\left(\bar{N}-(2 \bar{N}+1)\left\langle\sigma_{+} \sigma_{-}\right\rangle\right) \tag{42}
\end{align*}
$$



FIG. 7. The quantum jump stochastic dynamics for example A (Sec. II B 1), with $\Delta=0, \Omega=\gamma$, and $\bar{N}=0.2$. (a) The quantum trajectory associated with the conditional evolution $\left\langle\sigma_{+} \sigma_{-}\right\rangle_{c}$ as a function of time, where individual jump events are denoted by the arrows (red $=$ absorption, blue $=$ emission). (b) The net particle current $N(t)$ accumulated after a time $t$. Due to the Rabi drive, which is constantly creating excitations, the current is always negative on average [Eq. (43)]. In this particular example, $J / \gamma \approx-0.4$.

In the steady state, this reduces to

$$
\begin{equation*}
J=-\frac{\gamma \Omega^{2}}{\left(\Delta^{2}+2 \Omega^{2}\right)+\gamma^{2}\left(\bar{N}+\frac{1}{2}\right)^{2}} \tag{43}
\end{equation*}
$$

The average current is finite due to the Rabi drive, which is constantly reexciting the qubit. It is also negative for the same reason: since excitations are constantly being created in the qubit, it is more likely for it to emit an excitation than to absorb it.

A much richer behavior is obtained by looking at $I(t)$ for individual trajectories; i.e., simulating $\rho_{c}$ using, e.g., the algorithm in Appendix A. Figure 7(a) exemplifies the quantum jumps mixed in with the smooth no-jump dynamics. The corresponding trajectory $N(t)=\int_{0}^{t} I\left(t^{\prime}\right) d t^{\prime}$ is shown in Fig. 7(b). This represents the net charge $N(t)$ that would be observed by an experimentalist able to count both absorption and emission events. In this simulation, we have chosen the parameters such that $J / \gamma \approx-0.4$.

We could also study the dynamical activity (the jumps per unit time), obtained by using $v_{+}=v_{-}=1$. Instead of Eq. (42), in this case we have $K=\gamma(\bar{N}+1)\left\langle\sigma_{+} \sigma_{-}\right\rangle+$ $\gamma \bar{N}\left\langle\sigma_{-} \sigma_{+}\right\rangle$. An interesting particular case is when the Rabi drive vanishes, $\Omega=0$. In Eq. (43), this leads to $J=0$, since the system equilibrates with the bath; i.e., because there is no Rabi drive to create excitations, the number of jumps into or out of the bath must balance out. The dynamical activity, on the other hand, reads (for $\Omega=0$ )

$$
\begin{equation*}
K=\frac{2 \gamma \bar{N}(\bar{N}+1)}{2 \bar{N}+1} \tag{44}
\end{equation*}
$$



FIG. 8. Stochastic trajectories for example B (Sec. II B 2), with $\gamma=\gamma_{L}=\gamma_{R}, T_{L}=2 \gamma, T_{R}=\gamma, \omega=21 \gamma, \mu_{R}=20 \gamma$, and $\mu_{L}=$ $10 \gamma$. We have chosen the parameters such that there is a large chemical potential bias $\mu_{R}>\mu_{L}$, which causes the current to be pumped against the temperature gradient. (a) The occupation of the $\operatorname{dot}\left\langle c^{\dagger} c\right\rangle$, where we have labeled the color-coded jumps from the right reservoir in blue and those from the left reservoir in red. (b) The net charge $N(t)$ monitored from the left reservoir, which decreases, showing that particles are moving from the right reservoir (cold) to the left reservoir (hot). We count only particle events from the left reservoir $v_{-}^{L}=-1, v_{+}^{L}=1$ and $\nu_{ \pm}^{R}=0$. Together with $\omega>\mu_{R}$, this implies the behavior of a refrigerator [62].
which is only zero if $\bar{N}=0$ (zero temperature). This happens because even in the absence of any drive, the system will continue to jump up and down due to the thermal fluctuations, so that even if the average current is zero (net in $=$ net out), the overall activity is not zero.

## 3. Output current for example B

Quantum trajectories for example B are shown in Fig. 8. There are four dissipators, $\gamma_{-}^{R} \mathcal{D}[c], \gamma_{-}^{R} \mathcal{D}[c], \gamma_{+}^{R} \mathcal{D}\left[c^{\dagger}\right]$, and $\gamma_{+}^{R} \mathcal{D}\left[c^{\dagger}\right]$, with the rates parametrized as in Eq. (12). For example, to compute the particle current from the left bath, we may set $\nu_{-}^{R}=-1, v_{+}^{R}=+1$, and $\nu_{ \pm}^{R}=0$. In the steady state, we obtain

$$
\begin{equation*}
J=\gamma_{L}\left(\left\langle c^{\dagger} c\right\rangle-f_{L}\right)=\frac{\gamma_{L} \gamma_{R}\left(f_{R}-f_{L}\right)}{\gamma_{L}+\gamma_{R}} . \tag{45}
\end{equation*}
$$

In some parameter ranges, this model can behave as a refrigerator, where a chemical potential bias $\mu_{R}>\mu_{L}$ pumps current against a temperature bias $T_{L}<T_{R}$ [6264]. This can be seen from the fact that $J$ depends on the difference in Fermi distributions, not the difference in temperature. A well-adjusted chemical potential could therefore change the sign of $J$. In Fig. 8, we look at this from the perspective of individual quantum trajectories. The dynamics in this case is clearly incoherent. Every time the dot receives an electron $\left(\left\langle c^{\dagger} c\right\rangle_{c}=1\right)$, it will remain there for a certain residence time, after which it will tunnel out to one of the two baths. At the level of the state of the


FIG. 9. Quantum trajectories for the direct photodetection of example D (Sec. II B 4). The parameters are fixed at $G / \kappa=1$, $U / \kappa=1 / 3$, and $\Delta / \kappa=2$, corresponding to the onset of the discontinuous transition [Fig. 5(c)]. (a) The conditional mean photon number $\left\langle\hat{a}^{\dagger} \hat{a}\right\rangle_{\mathrm{c}}$ as a function of time during a single trajectory. (b) The observed photocurrent $I(t)$, corresponding to a series of Dirac delta functions at each detection event. The rate of photodection events can tell us if the system is in a metastable state [outer lobes in Fig. 5(c)] but it cannot distinguish between the two metastable states. Figure reproduced from Ref. [48].
system, the bath to which the electron tunnels is immaterial. But physically it matters, as this is what determines whether heat flows to the hot or the cold bath. Because of the different Fermi distributions, emissions to one bath and absorptions from the other will be favored, resulting in the net average current given in Eq. (45).

## 4. Output current for example D

In Fig. 9, we plot an example trajectory of the PPK model with the same parameters as in Fig. 5(c). In Fig. 9(a), we plot the conditional mean photon number $\left\langle a^{\dagger} a\right\rangle_{c}$ and in Fig. 9(b), we plot the photocurrent $I(t) / \kappa$. The dynamics here is seen to alternate between a bright and a dark phase. It will be bright (many photon emissions) when the state is close to the outer lobes of the Wigner function and it will be dark when it is in the central lobe. The system keeps transitioning back and forth between these lobes, causing the current to stochastically alternate between bright and dark.

## E. Quantum diffusion and diffusive currents

The quantum jump approach connects clicks in a detector to the terms $L_{k} \rho L_{k}^{\dagger}$. The master equation (5), however, is invariant under the transformation

$$
\begin{equation*}
L_{k} \rightarrow L_{k}+\alpha_{k}, \quad H \rightarrow H-\frac{i}{2} \sum_{k}\left(\alpha_{k}^{*} L_{k}-\alpha_{k} L_{k}^{\dagger}\right) \tag{46}
\end{equation*}
$$

where the $\alpha_{k}$, henceforth referred to as reference currents, are arbitrary constants (they can even be time dependent). We could therefore also consider quantum jumps associated with $\left(L_{k}+\alpha_{k}\right) \rho\left(L_{k}+\alpha_{k}\right)^{\dagger}$, which correspond to a different unraveling of the QME with $M_{k}=\sqrt{d t}\left(L_{k}+\alpha_{k}\right)$ ( $M_{0}$ is also modified). These modified jumps can also represent clicks in a physical detector, as discussed in more detail below.

While the $\alpha_{k}$ are arbitrary, the big advantage, as we will see, is to consider the case in which their magnitudes are very large. This causes the jumps to become very frequent. To understand why this regime is interesting, let us look at how the average current in Eq. (40) changes. Writing $\alpha_{k}=\left|\alpha_{k}\right| e^{i \phi_{k}}$, we obtain

$$
\begin{align*}
J(t) & =\sum_{k} v_{k} \operatorname{tr}\left\{\left(L_{k}+\alpha_{k}\right)^{\dagger}\left(L_{k}+\alpha_{k}\right) \rho(t)\right\} \\
& =\sum_{k} v_{k}\left(\left|\alpha_{k}\right|^{2}+\left|\alpha_{k}\right|\left\langle x_{k}\right\rangle+\left\langle L_{k}^{\dagger} L_{k}\right\rangle\right) \tag{47}
\end{align*}
$$

where we have defined the quadrature associated with each jump operator:

$$
\begin{equation*}
x_{k}=L_{k} e^{-i \phi_{k}}+L_{k}^{\dagger} e^{i \phi_{k}} \tag{48}
\end{equation*}
$$

The first term in Eq. (47) is just a constant shift $v_{k}\left|\alpha_{k}\right|^{2}$. The interesting part is the interplay between the second and third terms: if $\left|\alpha_{k}\right|$ is very large, the current will essentially be measuring $\left\langle x_{k}\right\rangle$ instead of $\left\langle L_{k}^{\dagger} L_{k}\right\rangle$. By adding a large reference current, we can thus access an entirely different observable.

This motivates us to define a diffusive stochastic current as

$$
\begin{equation*}
I_{\mathrm{diff}}(t)=\sum_{k=1}^{r} \frac{v_{k}}{\left|\alpha_{k}\right|}\left(\frac{d N_{k}}{d t}-\left|\alpha_{k}\right|^{2}\right) \tag{49}
\end{equation*}
$$

i.e., we subtract from $d N_{k} / d t$ the constant offset $\left|\alpha_{k}\right|^{2}$ and then normalize the results by $\left|\alpha_{k}\right|$. The advantage of this is that the average current becomes, when $\left|\alpha_{k}\right|$ is large,

$$
\begin{equation*}
J_{\mathrm{diff}}(t)=E\left[I_{\mathrm{diff}}(t)\right]=\sum_{k} v_{k}\left\langle x_{k}\right\rangle \tag{50}
\end{equation*}
$$

so that, on average, we are sampling a linear combination of the $x_{k}$.

The stochastic master equation [Eq. (30)] continues to hold after the transformation given in Eq. (46). However, a more appropriate equation can be derived in the limiting case of large $\left|\alpha_{k}\right|[6,54,65,66]$. The result, derived in

Appendix B, reads

$$
\begin{equation*}
d \rho_{c}=d t \mathcal{L} \rho_{c}+\sum_{k=1}^{r} d W_{k}\left[\mathcal{H}_{k} \rho_{c}-\left\langle x_{k}\right\rangle_{c} \rho_{c}\right] \tag{51}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}_{k} \rho_{c}=L_{k} e^{-i \phi_{k}} \rho_{c}+\rho_{c} L_{k}^{\dagger} e^{i \phi_{k}} \tag{52}
\end{equation*}
$$

are such that $\operatorname{tr}\left\{\mathcal{H}_{k} \rho_{c}\right\}=\left\langle x_{k}\right\rangle_{c}$. In Eq. (51), the $d W_{k}$ are independent Wiener increments, i.e., Gaussian random variables with $E\left[d W_{k}\right]=0, E\left[d W_{k}^{2}\right]=d t$, and [57]

$$
\begin{equation*}
d W_{k} d W_{l}=d t \delta_{k l} \tag{53}
\end{equation*}
$$

We obtain Eq. (51) by time averaging the stochastic master equation over the effect of many jumps. In the limit of large reference currents, the jumps are dominated by the term proportional to $\left|\alpha_{k}\right|^{2}$ and even a large number of jumps only results in an infinitesimal change in the density matrix, which can be described by a Gaussian stochastic process [67]. Analogously, the rate of change of the counting variables $d N_{k} / d t$ behaves as (see Appendix B)

$$
\begin{equation*}
\frac{d N_{k}}{d t} \simeq\left|\alpha_{k}\right|^{2}+\left|\alpha_{k}\right|\left(\left\langle x_{k}\right\rangle+\frac{d W_{k}}{d t}\right) \tag{54}
\end{equation*}
$$

Hence the stochastic diffusive current equation [Eq. (49)] becomes

$$
\begin{equation*}
I_{\mathrm{diff}}(t)=\sum_{k} v_{k}\left(\left\langle x_{k}\right\rangle_{c}+\frac{d W_{k}}{d t}\right) \tag{55}
\end{equation*}
$$

Since $E\left[d W_{k}(t)\right]=0$ and $d W_{k}(t)$ is statistically independent of $\rho_{c}(t)$, averaging Eq. (51) over all trajectories recovers the original master equation [Eq. (5)], i.e., $E\left[\rho_{c}(t)\right]=$ $\rho(t)$. Similarly, averaging Eq. (55) yields the average diffusive current equation [Eq. (50)].

Equations (51) and (55) can also be obtained from an entirely different physical approach, namely, the continuous application of weak Gaussian measurements [68]. Let $Y$ denote a Hermitian observable and consider the measurement operators

$$
\begin{equation*}
M_{z}=\left(\frac{2 \lambda d t}{\pi}\right)^{\frac{1}{4}} e^{-\lambda d t(z-Y)^{2}} \tag{56}
\end{equation*}
$$

where $z \in \mathbb{R}$ denotes the possible outcomes and $\lambda>0$ is the measurement strength. To gain some physical intuition as to what these measurements do, decompose $Y=$ $\sum_{y} y|y\rangle\langle y|$. Given any state $\rho$, the probability of obtaining
outcome $z$ is then

$$
\begin{equation*}
\operatorname{tr}\left\{M_{z} \rho M_{z}^{\dagger}\right\}=\left(\frac{2 \lambda d t}{\pi}\right)^{1 / 2} \sum_{y} e^{-2 \lambda d t(z-y)^{2}}\langle y| \rho|y\rangle \tag{57}
\end{equation*}
$$

which is a sum of very broad Gaussians, each with standard deviation $1 / \sqrt{2 \lambda d t}$, centered on the eigenvalues $y$, and of height proportional to $\langle y| \rho|y\rangle$. Moreover, the unconditional action of the map, after averaging over all possibilities, is

$$
\begin{equation*}
\int_{-\infty}^{\infty} d z M_{z} \rho M_{z}^{\dagger}=\sum_{y, y^{\prime}} e^{-\lambda d t\left(y-y^{\prime}\right)^{2} / 2}|y\rangle\langle y| \rho\left|y^{\prime}\right\rangle\left\langle y^{\prime}\right| \tag{58}
\end{equation*}
$$

The map therefore does not affect the diagonals of $\rho$ in the eigenbasis of $Y$ but dampens the coherences (off-diagonals) by a small amount $e^{-\lambda d t\left(y-y^{\prime}\right)^{2} / 2}$.

Now consider a scenario in which we continuously apply the measurement operators given in Eq. (56). We can imagine a stroboscopic dynamics, where a new measurement is applied after each step $d t$, leading to a series of random outcomes $z_{1}, z_{2}, \ldots$ The continuous measurement is thus described by infinitely many infinitely weak measurements. As we show in Appendix C, this will lead precisely to the quantum diffusion stochastic master equation [Eq. (51)], with jump operator $L=\sqrt{\lambda} Y$. Moreover, choosing $v=1 /(2 \sqrt{\lambda})$ makes the sequence of outcomes $z$ exactly equal to $I_{\text {diff }}(t)$ in Eq. (55). Note that since $L^{\dagger}=L$, this will give rise to dephasing; moreover, the quadrature equation [Eq. (48)] is $x=2 L$. And with our choice of $v$, we also have that $v x=Y$ is the original operator that we are measuring. More compactly, the resulting stochastic master equation can be written as

$$
\begin{equation*}
d \rho_{c}=d t\left(-i\left[H, \rho_{c}\right]+\lambda \mathcal{D}[Y] \rho_{c}\right)+\sqrt{\lambda} d W\left\{Y-\langle Y\rangle, \rho_{c}\right\}, \tag{59}
\end{equation*}
$$

and the output of each measurement is

$$
\begin{equation*}
z=\langle Y\rangle+\frac{1}{2 \sqrt{\lambda}} \frac{d W}{d t} \tag{60}
\end{equation*}
$$

This is sometimes referred to as the Belavkin equation [65]. We finish by mentioning that quantum diffusion can also be formulated using a path-integral approach. For more information on this, see Refs. [69-72].

## 1. Homodyne, heterodyne, and charge detection

We now detail some common types of experiments involving diffusive currents. For a summary, see Table II.

Homodyne detection. We consider an optical system with a single jump operator $L=\sqrt{\kappa} a$, describing photons leaving the system. This outgoing light is combined at a beam splitter with a reference laser drive,

TABLE II. Common paradigms in quantum diffusion. The corresponding stochastic currents are given in Eq. (55).

| Name | Jump operators | Reference | Weights | $J_{\text {diff }}$ |
| :--- | :---: | :---: | :---: | :---: |
| Homodyne | $L=\sqrt{\kappa} a$ | $\alpha=\|\alpha\| e^{i \phi}$ | $v=1 / \sqrt{2 \kappa}$ | $J_{\text {diff }}=\left\langle x_{\phi}\right\rangle, x_{\phi}=\frac{1}{\sqrt{2}}\left(a e^{-i \phi}+a^{\dagger} e^{i \phi}\right)$ |
| Heterodyne | $L_{1}=L_{2}=\sqrt{\frac{\kappa}{2}} a$ | $\alpha_{1}=\|\alpha\|, \alpha_{2}=i\|\alpha\|$ | $v_{1}=v_{2}=1 / \sqrt{\kappa}$ | $J_{\text {diff }}^{1}=\left\langle x_{0}\right\rangle, J_{\text {diff }}^{2}=\left\langle x_{\pi / 2}\right\rangle$, |
| Heterodyne, time-dependent | $L=\sqrt{\kappa} a$ | $\alpha=\|\alpha\| e^{i \Delta t}$ | $v=1 / \sqrt{2 \kappa}$ | $J_{\text {diff }}=\cos (\Delta t)\left\langle x_{0}\right\rangle+\sin (\Delta t)\left\langle x_{\pi / 2}\right\rangle$ |
| Charge detection and/or | $L=\sqrt{\Gamma} \sigma_{z}$ | $\alpha=\|\alpha\|$ | $v=1 /(2 \sqrt{\Gamma})$ | $J_{\text {diff }}=\left\langle\sigma_{z}\right\rangle$ |
| Gaussian measurements |  |  |  |  |

called the local oscillator. This yields the reference current $\alpha=|\alpha| e^{i \phi}$, proportional to the laser amplitude, so that $(L+\alpha) \rho\left(L^{\dagger}+\alpha^{*}\right)$ corresponds to clicks in a photodetector placed after the beam splitter [30]. While most clicks result from the photons that originate from the local oscillator, information on the quadratures of the field will still be contained in the diffusive current. Choosing $v=1 / \sqrt{2 \kappa}$, we find $J_{\text {diff }}(t)=\left\langle x_{\phi}\right\rangle$ with the quadrature operator

$$
\begin{equation*}
x_{\phi}=\frac{1}{\sqrt{2}}\left(a e^{-i \phi}+a^{\dagger} e^{i \phi}\right) \tag{61}
\end{equation*}
$$

We note that for $\alpha$ to be time independent (as we have assumed here), the master equation needs to be written in a frame rotating at the frequency of the local oscillator. The quadratures given in Eq. (61) are thus in this rotating frame. Usually, we are interested in the quadratures in a frame rotating with the frequency of an external drive, $\omega_{d}$. The frequency of the local oscillator should then be chosen to match $\omega_{d}$.

Heterodyne detection. Consider splitting the light, leaving the system in two parts, using a beam splitter and applying homodyne detection to each outgoing beam. This can be described by splitting the jump operator in two, $L_{1}=L_{2}=\sqrt{\kappa / 2} a$. For the local oscillators, we may choose $\alpha_{1}=|\alpha|$ and $\alpha_{2}=i|\alpha|$. Choosing $\nu_{1}=\nu_{2}=$ $1 / \sqrt{\kappa}$, this detection scheme results in two diffusive currents with averages $J_{\text {diff }}^{1}(t)=\left\langle x_{0}\right\rangle$ and $J_{\text {diff }}^{2}(t)=\left\langle x_{\pi / 2}\right\rangle$, corresponding to orthogonal quadratures. Note that there is a price to pay for measuring two noncommuting observables simultaneously (even though not projectively): when splitting the outgoing light into two beams, vacuum fluctuations enter the unused port, enhancing the noise in the measurement. This can be seen from the fact that $v$ is larger by a factor of $\sqrt{2}$ compared to homodyne detection of a single quadrature. As a weighting factor, an enhanced $v$ will also enhance the fluctuations, as will be discussed in Sec. III C.

Another method for implementing heterodyne detection is by mixing the light leaving the cavity with a single local oscillator, with a strong detuning $\Delta$ (from the frame of interest). In this case, we have $L=\sqrt{\kappa} a$ and a timedependent reference current $\alpha=|\alpha| e^{i \Delta t}$. Choosing $v=$
$1 / \sqrt{2 \kappa}$, the diffusive current then reads

$$
\begin{equation*}
J_{\mathrm{diff}}(t)=\cos (\Delta t)\left\langle x_{0}\right\rangle+\sin (\Delta t)\left\langle x_{\pi / 2}\right\rangle \tag{62}
\end{equation*}
$$

Assuming that $\Delta$ is sufficiently big, such that we may neglect changes in the system over the time scale $1 / \Delta$, we can recover the two diffusive currents from before as

$$
\begin{align*}
& J_{\mathrm{diff}}^{1}(t)=\frac{\Delta}{\pi} \int_{t}^{t+2 \pi / \Delta} d t^{\prime} \cos \left(\Delta t^{\prime}\right) J_{\mathrm{diff}}(t)=\left\langle x_{0}\right\rangle \\
& J_{\mathrm{diff}}^{2}(t)=\frac{\Delta}{\pi} \int_{t}^{t+2 \pi / \Delta} d t^{\prime} \sin \left(\Delta t^{\prime}\right) J_{\mathrm{diff}}(t)=\left\langle x_{\pi / 2}\right\rangle \tag{63}
\end{align*}
$$

Of course, this scheme also suffers from the additional noise in comparison to homodyne detection. In this case, the added noise results from the averaging in Eq. (63) [6].

Charge detection. For concreteness, we consider a twolevel system. We could, for instance, have the eigenstates of $\sigma_{z}$ corresponding to two different charge configurations in a quantum dot system. As will be shown in Sec. VI G, the charge can be detected with a quantum point contact (QPC), a current-carrying element placed close to the dot. The current in the QPC is sensitive to any nearby charges and therefore can be used to detect whether or not there is an electron in the dot [15,17]. In turn, the presence of the QPC provides a fluctuating environment for the system, resulting in dephasing described by the jump operator $L=\sqrt{\Gamma} \sigma_{z}$ [example C, Eq. (13)]. The reference current $\alpha$ is the current through the QPC when the system is in one of the eigenstates of $\sigma_{z}[45]$. Choosing $v=1 /(2 \sqrt{\Gamma})$, the diffusive current provides a measurement of the charge configuration, $J_{\text {diff }}=\left\langle\sigma_{z}\right\rangle$. In contrast to optical-homodyne detection, the electrical current through the detector therefore constitutes both the reference current, $\alpha$, as well as the source of dephasing, determining $\Gamma$ (there may, of course, also be other sources of dephasing).

We have labeled this kind of process as "charge detection" but, from this discussion, it is clear that this is in fact more general. Indeed, in the paradigm of Gaussian measurements [Eq. (56)], it is clear that what we have referred to as "charge detection" really applies to the detection of any Hermitian operator.

## 2. Output current for example C

We study the diffusive dynamics of Eq. (51) for the master equation given in Eq. (13), where we monitor the population $\sigma_{z}$ of the qubit. This can be done experimentally with quantum dots or superconducting qubits [73-77]. Equation (51) reduces to

$$
\begin{align*}
d \rho_{c}= & -i\left[H, \rho_{c}\right]+\Gamma \mathcal{D}\left[\sigma_{z}\right] \rho_{c}+\sqrt{\Gamma}\left(\sigma_{z} \rho_{c}\right. \\
& \left.+\rho_{c} \sigma_{z}-2\left\langle\sigma_{z}\right\rangle_{c} \rho_{c}\right) d W \tag{64}
\end{align*}
$$

where $\Gamma$ is the dephasing rate and $d W$ is a Wiener increment. The diffusive stochastic current equation [Eq. (55)] is thus

$$
\begin{equation*}
I_{\mathrm{diff}}(t)=\left\langle\sigma_{z}\right\rangle_{c}+\frac{1}{2 \sqrt{\Gamma}} \frac{d W}{d t} \tag{65}
\end{equation*}
$$

In the steady state, $\rho_{\mathrm{ss}}=\mathbb{I} / 2$ is the maximally mixed state, yielding a trivial average current $J_{\text {diff }}(t)=\left\langle\sigma_{z}\right\rangle=0$.

This model can be used to demonstrate the quantum Zeno effect under continuous measurement [78], which arises when the rate of measurement $\Gamma$ becomes much larger than the Rabi frequency $\Omega$ [77]. This causes the system to be pinned into one of the eigenstates, $|\uparrow\rangle$ or $|\downarrow\rangle$, of the measured operator $\sigma_{z}$. In Fig. 10(a), we plot the quantum trajectories corresponding to both the weak and strong measurement regimes. We see that $\Gamma \ll \Omega$ leads to Rabi oscillations, which are suppressed when $\Gamma \gg \Omega$, being replaced by abrupt jumps.

The raw signal $I_{\text {diff }}(t)$ in Eq. (65) is primarily dominated by the white noise $d W / d t$. In order to extract useful information, such as an estimate of the trajectories, $I_{\text {diff }}(t)$ must be filtered in postprocessing, yielding a filtered current $\tilde{I}_{\text {diff }}(t)$. An example of the resulting filtered trajectory is shown in Fig. 10(b). While not the subject of this tutorial, we note that the optimal filtering strategy is highly dependent on the system dynamics and experimental parameters, and must therefore be chosen carefully. In this example we have used a first-order Butterworth low-pass filter [79]. For $\Gamma \gg \Omega$, we have used a cutoff at the Rabi frequency $2 \Omega$ to attenuate high-frequency signals while leaving low-frequency signals unaffected. For $\Gamma \ll \Omega$, on the other hand, we have applied the filter centered at $2 \Omega$, in order to suppress all other frequencies. We can also see the effect of these filters by taking the Fourier transform $\mathcal{F}\left\{\tilde{I}_{\text {diff }}(t)\right\}$ of the filtered current [Fig. 10(c)], which shows the suppression of the unwanted frequencies. For a more in-depth discussion of Butterworth filters, please refer to Appendix G.

In the limit where $\Omega=0$, this setup realizes a (continuous) quantum nondemolition (QND) measurement [80] of the qubit population. A QND measurement is one that yields the same outcome when the measurement is repeated, which can only occur if the dynamics preserves


FIG. 10. The output current for example C (Sec. II B 3), with $\Delta=0$ and $\Gamma=(0.2 \Omega, 20 \Omega)$, which correspond to the red and black curves, respectively. (a) We plot both the oscillatory (red) and jump phases (black) of the quantum trajectory $\left\langle\sigma_{z}(t)\right\rangle_{c}$. (b) We plot both filtered homodyne currents $\tilde{I}_{\text {diff }}(t)$ corresponding to either regime, where the filtering is done with a Butterworth lowpass and band-pass filter, respectively. (c) To see the effect of the filtering on $\tilde{I}_{\text {diff }}(t)$, we plot the Fourier transform of the filtered signals, showing the suppression of unwanted frequencies. Here, the blue dashed line corresponds to the Rabi frequency $2 \Omega$. For further details on this filtering, see Appendix G.
the value of the measured observable. In this case, after a time $t \gg \Gamma^{-1}$ has elapsed, the conditional dynamics pins the qubit to one of its energy eigenstates, so that subsequent measurements provide no additional information on $\sigma_{z}$. Indeed, it is easy to check that the eigenstates of $\sigma_{z}$ are steady-state solutions of the conditional master equation [Eq. (64)] when $\Omega=0$, because the final noise term vanishes when $\left\langle\sigma_{z}\right\rangle= \pm 1$.

## 3. Homodyne detection for example D

We again consider example $D$ but instead of counting photons as in Sec. II D 4, we perform homodyne detection along $p=i\left(a^{\dagger}-a\right) / \sqrt{2}$ (see Table II), again for the same configuration as in Fig. 5(c). The results are shown in Fig. 11. The measurement along $p$ can now also resolve


FIG. 11. Quantum trajectories for the homodyne detection along $p$ in example D (Sec. II B 4). The parameters are fixed at $G / \kappa=1, U / \kappa=1 / 3$, and $\Delta / \kappa=2$, corresponding to the configuration in Fig. 5(c). The curves showcase the tunneling dynamics of the system, between three metastable states. The figure shows the filtered homodyne current $I_{\text {diff }}(t)$ (red) and the underlying conditional moment $\langle p\rangle_{c}$ (black); the former has been processed by a low-pass filter to remove high-frequency noise. Figure replicated from Ref. [48].
the two outer lobes, so that we see tunneling between all three of them. We can again pass the raw homodyne current $I_{\text {diff }}(t)$ through a low-pass Butterworth filter, yielding a filtered current $\tilde{I}_{\text {diff }}(t)$ that approximates the underlying trajectory $\langle p\rangle_{c}$.

## III. FLUCTUATIONS IN THE OUTPUT CURRENT

In Sec. II, we have introduced the idea of fluctuating (stochastic) currents as the output the dynamics of an open quantum system [Eqs. (38) and (55), for jump and diffusive processes, respectively]. We have also computed their corresponding average currents [Eqs. (40) and (50)]. These averages, however, only convey a limited amount of information about the process. A much broader picture is obtained by looking at fluctuations. Crucially, since the currents $I(t)$ form a time series, one can look at the correlations between fluctuations at different times, i.e., two-point correlations. This is, in fact, where the true richness of the stochastic approach lies: the clicks in the detectors are not independent because they stem from the same quantum system. Their correlations therefore teach us about the system dynamics.

## A. Two-point correlation function

The correlations between $I(t)$ and $I(t+\tau)$ are captured by the two-point correlation function

$$
\begin{align*}
F(t, t+\tau) & =E(\delta I(t) \delta I(t+\tau)) \\
& =E(I(t) I(t+\tau))-J(t) J(t+\tau) \tag{66}
\end{align*}
$$

where $\delta I(t)=I(t)-J(t)$ is a shorthand for the current fluctuations (recall that $J(t)=E(I(t))$. Note that $I(t)$ is
a classical random variable, so $I(t)$ and $I(t+\tau)$ commute; hence $F(t, t+\tau)=F(t+\tau, t)$ and it suffices to take $\tau>0$.

For quantum jumps, we show in Appendix D that the two-point function can be written as

$$
\begin{equation*}
F(t, t+\tau)=\delta(\tau) K(t)+\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho(t)\right\}-J(t) J(t+\tau) \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
K(t)=\sum_{k} v_{k}^{2} \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho(t)\right\} \geqslant 0 \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{J} \rho=\sum_{k} \nu_{k} L_{k} \rho L_{k}^{\dagger} \tag{69}
\end{equation*}
$$

This superoperator $\mathcal{J}$ will play a crucial role. For example, note how the average current equation given in Eq. (40) can be written as

$$
\begin{equation*}
J=\operatorname{tr}\{\mathcal{J} \rho\} \tag{70}
\end{equation*}
$$

The first term in Eq. (67) is proportional to a Dirac delta function, which in the Fourier domain corresponds to white noise: it is present at all frequencies with equal strength. This singular correlation appears due to the approximation that the jumps occur instantaneously, which is implicit in the master equation. Physically, of course, nothing diverges. The prefactor $K(t)$ is a measure of how frequently jumps occur overall and is closely related to the dynamical activity [81,82], coinciding with it whenever $v_{k}= \pm 1$.

The unequal-time correlations are captured by the other two terms in Eq. (67). The second term, in fact, is related to the probability of a jump occurring at time $t+\tau$ given that a jump was observed at time $t$ (see Appendix D):
$P\left(d N_{q}(t+\tau)=1 \mid d N_{k}(t)=1\right)=\frac{d t^{2}}{p_{k}(t)} \operatorname{tr}\left\{\mathcal{L}_{q} e^{\mathcal{L} \tau} \mathcal{L}_{k} \rho(t)\right\}$,
where $p_{k}(t)=d t \operatorname{tr}\left\{\mathcal{L}_{k} \rho(t)\right\}$. In a quantum optics context, this kind of correlation is related to Glauber's secondorder coherence function $g^{(2)}(\tau)$ [24], as will be discussed in Sec. III D. In the extreme case of a pure Poisson process, where each jump is statistically independent of all the others, the second and third terms in Eq. (67) cancel out, leaving only the white noise (see Appendix F). Hence white noise is associated with the occurrence of temporally uncorrelated fluctuations.

Next, we turn to quantum diffusion [Eq. (55)]. As shown in Appendix E, the two-point function reads instead

$$
\begin{align*}
F_{\mathrm{diff}}(t, t+\tau)= & \delta(\tau) K_{\mathrm{diff}}+\operatorname{tr}\left\{\mathcal{H} e^{\mathcal{L} \tau} \mathcal{H} \rho(t)\right\} \\
& -J_{\mathrm{diff}}(t) J_{\mathrm{diff}}(t+\tau) \tag{72}
\end{align*}
$$

This is similar in structure to Eq. (67) but with

$$
\begin{equation*}
K_{\mathrm{diff}}=\sum_{k} v_{k}^{2} \tag{73}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H} \rho=\sum_{k} v_{k}\left(e^{-i \phi_{k}} L_{k} \rho+e^{i \phi_{k}} \rho L_{k}^{\dagger}\right)=\sum_{k} v_{k} \mathcal{H}_{k} \rho \tag{74}
\end{equation*}
$$

with $\mathcal{H}_{k}$ given in Eq. (52). The superoperator $\mathcal{H}$ plays a very similar role to $\mathcal{J}$ in Eq. (69). For instance, just like $J=\operatorname{tr}\{\mathcal{J} \rho\}$, we see from Eq. (50) that $J_{\text {diff }}=\operatorname{tr}\{\mathcal{H} \rho\}$. In a quantum optics context, the second term in $F_{\text {diff }}$ is related to Glauber's first-order coherence function $g^{(1)}(\tau)$ (Sec. III D).

As before, the first term in Eq. (72) represents white noise. However, unlike in Eq. (67), the white-noise intensity $K_{\text {diff }}$ is independent of the present state of the system. This is because it derives from fluctuations of the reference current used to perform the measurement. In quantum optics, this is sometimes referred to as shot noise. Here, we avoid this term to prevent confusion with its other meanings in mesoscopic physics.

Henceforth, we will present most of the formulas in terms of the quantum jump notation in Eq. (67). However, unless stated otherwise, all expressions also hold for diffusion, provided that we replace $K \rightarrow K_{\text {diff }}$ and $\mathcal{J} \rightarrow$ $\mathcal{H}$.

## B. Power spectrum

Equation (67) holds for any state $\rho(t)$. In the steady state, though, $F(t, t+\tau)$ becomes a function only of the time difference $\tau$ :

$$
\begin{equation*}
F(\tau)=\delta(\tau) K+\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L}|\tau|} \mathcal{J} \rho_{\mathrm{ss}}\right\}-J^{2} \tag{75}
\end{equation*}
$$

It is then natural to look at its Fourier transform, which yields the power spectrum

$$
\begin{align*}
S(\omega) & =\int_{-\infty}^{\infty} e^{-i \omega \tau} F(\tau) d \tau  \tag{76}\\
& =K+\int_{-\infty}^{\infty} e^{-i \omega \tau}\left(\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L}|\tau|} \mathcal{J} \rho_{\mathrm{ss}}\right\}-J^{2}\right) d \tau \tag{77}
\end{align*}
$$

The power spectrum is real and even, $S(\omega)=S(\omega)^{*}=$ $S(-\omega)$, which follows from the corresponding properties of $F(\tau)$ and the fact that the currents here are classical
objects. We see from Eq. (77) that the white noise yields a frequency-independent background. On top of this, temporal correlations give rise to peaks and dips in $S(\omega)$. The position, width, and height of these features convey information about the system. A detailed guide is presented in Sec. VC 2 for the case of weak dissipation. There, we show that the positions of the peaks are associated with the energy differences (transition frequencies) of the system and that the widths are related to dissipation. Moreover, whether a dip or a peak appears indicates whether jumps are correlated or anticorrelated. We also remark that the power spectrum is different from the emission spectrum, e.g., of an optical cavity, which describes the energies of the emitted quanta rather than the distribution of emissions in time. Emission and absorption spectra are discussed in Sec. VII.

The power spectrum can also be related to the Fourier transform of the stochastic current $I(t)$ itself. Consider a large enough integration time $T$ and let

$$
\begin{equation*}
\delta \tilde{I}(\omega)=\frac{1}{\sqrt{T}} \int_{0}^{T} d t e^{i \omega t} \delta I(t) \tag{78}
\end{equation*}
$$

where, recall, $\delta I(t)=I(t)-J(t)$. Then, it follows that $E\left[|\delta \tilde{I}(\omega)|^{2}\right]=1 / T \int_{0}^{T} d t \int_{0}^{T} d t^{\prime} e^{i \omega\left(t-t^{\prime}\right)} F\left(t-t^{\prime}\right)$. Changing variables to $\tau=t-t^{\prime}$ and $s=\left(t+t^{\prime}\right) / 2$ and carrying out the integral over $s$, we find that

$$
\begin{align*}
E\left[|\delta \tilde{I}(\omega)|^{2}\right]= & \int_{0}^{T} d \tau \frac{T-\tau}{T} F(\tau) e^{i \omega \tau} \\
& +\int_{-T}^{0} d \tau \frac{T+\tau}{T} F(\tau) e^{i \omega \tau} \tag{79}
\end{align*}
$$

If $T$ is much larger than the time over which $F(\tau)$ decays to zero, then we can approximate $T \pm \tau \simeq T$, from which it follows that

$$
\begin{equation*}
S(\omega)=\lim _{T \rightarrow \infty} E\left[|\delta \tilde{I}(\omega)|^{2}\right] \tag{80}
\end{equation*}
$$

This expression is known as the Wiener-Khintchine theorem [83-85] and is useful for computing $S(\omega)$ from finite-length time series (cf. Fig. 12).

## 1. Power spectrum for example A

We return to the resonantly driven qubit considered in Sec. IID 2 and Fig. 7. The two-point function $F(\tau)$ and power spectrum $S(\omega)$ are shown in Fig. 12, using the same set of parameters as in Fig. 7 (we omit the Dirac delta contribution from $F(\tau)$ ). The methods for computing these quantities will be outlined in Sec. V. The two-time correlation function is initially negative (anticorrelation) and takes its smallest values as $\tau \rightarrow 0$. This means that we are unlikely to see another detection event immediately


FIG. 12. (a) The two-point function $F(\tau)$ and (b) the power spectrum $S(\omega)$ [Eq. (81)] for a quantum jump stochastic dynamics for example A (Sec. II B 1), with $\Delta=0, \Omega=\gamma$, and $\bar{N}=$ 0.2 . The two-point correlation function is initially negative, indicating anticorrelated behavior, but becomes positive at $\gamma \tau \sim 1.5$ before quickly decaying to zero. The power spectrum has two dips that signify the presence of Rabi oscillations. The black dashed lines correspond to the Rabi frequency. The red curve corresponds to the power spectrum, whereas the gray curve corresponds to the power spectrum as measured from the homodyne current of a single trajectory, with step $\gamma \delta t=0.001$ and total time $\gamma t=2000$, divided into $N_{\text {samp }}=20$ samples of length $N_{\text {steps }}=10^{5}$.
following the first one and we say that the emissions are antibunched (see Sec. III D). This happens because whenever an emission occurs, it takes some time for the system to be rotated back to its excited state by the drive. The half period of the bare Rabi oscillations is $\pi / 2 \Omega$ but the peak in $F(\tau)$ does not occur exactly at $\tau=\pi / 2 \Omega$ due to the perturbing effect of thermal excitations. In the longtime limit, $F(\tau) \rightarrow 0$, indicating that detection events are uncorrelated with the initial detection event.

Anticorrelated emissions cause dips in $S(\omega)$, which we plot in Fig. 12(b). The dips are positioned at $\omega= \pm 2 \Omega$, corresponding to the energy gap of the Hamiltonian given in Eq. (8). The widths of the peaks are proportional to the damping rate $\gamma$. In the limit $\bar{N}=0$, the power spectrum can be written analytically as

$$
\begin{equation*}
S(\omega)=J\left\{1-\frac{24 \gamma^{2} \Omega^{2}}{\gamma^{4}+\gamma^{2}\left(5 \omega^{2}+16 \Omega^{2}\right)+4\left(\omega^{2}-4 \Omega^{2}\right)^{2}}\right\} . \tag{81}
\end{equation*}
$$

In Fig. 12, we also illustrate how one might reconstruct the power spectrum from the stochastic current $I(t)$ in a single shot, mimicking a real experimental situation. To do this, we must work with the discretized version of $I(t)$, which we will denote as $I_{t_{n}}$, where $t_{n}$ corresponds to the
discrete index in time that is incremented by $t_{n}=t_{0}+n \delta t$, where $\delta t=N_{\text {steps }} / T$ is the time increment, $N_{\text {steps }}$ is the total number of time steps, and $T$ is the total integration time. We begin by collecting $N_{\text {samp }}$ unique series measurements of the current $I_{t_{n}}^{i}$, labeled $i=1, \ldots, N_{\text {samp }}$, each of length $N_{\text {step. }}$. To compute the power spectrum, one first computes the signal $\delta I_{t_{n}}^{i}=I_{t_{n}}^{i}-E_{t}\left[I_{t_{n}}^{i}\right]$, where the average is taken on the time axis $t_{n}$. One then computes the absolute square of the numerical Fourier transform of $\delta I_{t}$ to obtain the power spectrum [cf. Eq. (80)],

$$
\begin{equation*}
S_{\omega}^{i}=\frac{1}{T}\left|\sum_{n=0}^{N_{\text {steps }}-1} \delta I_{t_{n}}^{i} e^{-i \omega n \delta t}\right|^{2} \tag{82}
\end{equation*}
$$

and one then concludes by averaging over all $N_{\text {samp }}$ samples $E_{i}\left[S_{\omega}^{i}\right]$. The power spectrum is thus reconstructed from multiple samples of the signal, which can also be obtained by partitioning a single long observation into $N_{\text {samp }}$ samples [86].

## 2. Power spectrum for example $C$

Next, we revisit the dephased-qubit example of Sec. II E 2 and Fig. 10. Since this is a diffusive measurement, we still use the formulas given in Eqs. (75) and (76) but with the replacements $K \rightarrow K_{\text {diff }}$ and $\mathcal{J} \rightarrow \mathcal{H}$. Recall that this model exhibits two drastically different regimes depending on the strength of the measurement $\Gamma$ : the oscillatory phase (weak measurement, $\Gamma \ll \Omega$ ) and the jump phase (strong measurement, $\Gamma \gg \Omega$ ). We focus on the steady state, where $\rho_{\mathrm{ss}}=\mathbb{I} / 2$ and $J_{\text {diff }}=0$. The two-point function in this case can be computed analytically and reads

$$
\begin{equation*}
F(\tau)=\delta(\tau)+4 \Gamma e^{-\kappa \tau}\left(\frac{\Gamma \sinh \left(\Omega^{\prime} \tau\right)}{\Omega^{\prime}}+\cosh \left(\Omega^{\prime} \tau\right)\right), \tag{83}
\end{equation*}
$$

where $\Omega^{\prime}=\sqrt{\Gamma^{2}-4 \Omega^{2}}$. Inserting this in Eq. (76) yields

$$
\begin{equation*}
S(\omega)=1+\frac{64 \Gamma^{2} \Omega^{2}}{4 \Gamma^{2} \omega^{2}+\left(\omega^{2}-4 \Omega^{2}\right)^{2}} \tag{84}
\end{equation*}
$$

These results are plotted in Fig. 13 for the same two measurement strengths used in Fig. 10. In the oscillatory phase, the sign of $F(\tau)$ also oscillates, hence alternating between positively and negatively correlated. This indicates the presence of coherent Rabi oscillations, which decay in time due to the dephasing induced by the measurement. Likewise, $S(\omega)$ exhibits two peaks at $\omega= \pm 2 \Omega$, as these frequencies dominate the homodyne signal. In the jump phase, the oscillatory dynamics is replaced with a monotonic decay in $F(\tau)$. Indeed, if $\Gamma \gg \Omega$, we obtain


FIG. 13. (a) The two-time correlation function $F(\tau)$ [Eq. (83)] for example C (Sec. II B 3), with homodyne detection along $\left\langle\sigma_{z}(t)\right\rangle_{c}$, for $\Omega=1$ and $\Gamma=(0.2,20)$ (black and red curves, respectively). In the weak-measurement phase, we see an oscillating $F(\tau)$ with a decaying envelope. However, in the strongmeasurement (i.e., jump) phase, all oscillations are suppressed and we simply see a positive monotonically decaying $F(\tau)$. This positive correlation means that if the system is observed in either state $|\uparrow\rangle$ or $|\downarrow\rangle$, then it is more likely to be observed in the same state at a later time. (b) The power spectrum $S(\omega)$ [Eq. (84)]. The two peaks for the oscillatory regime correspond to the eigenenergies of the system. Note the log scale of the $y$ axis. For the jump regime, the slowly decaying $F(\tau)$ yields a sharply peaked deltalike power spectrum at the origin.
$F(\tau) \simeq 4 \Gamma e^{-2 t \Omega^{2} / \Gamma}$. The two-point function is therefore always positive and very large, signaling a very large correlation. Moreover, it exhibits a very slow decay. The measurement therefore pins the system to one of the eigenstates and no change is ever possible, which is the limit of the quantum Zeno effect. This is further seen in the power spectrum $S(\omega)$, which becomes a Lorentzian in the jump phase and approaches a delta function in the limit of $\Gamma \rightarrow \infty$ [note the log scale in Fig. 10(c)].

## C. The noise

The fluctuations in the total charge $N(t)$ are captured by the variance $\operatorname{Var}(N(t))=E\left(N(t)^{2}\right)-E(N(t))^{2}$. It turns out to be more convenient to study its rate of change,

$$
\begin{equation*}
D(t):=\frac{d}{d t} \operatorname{Var}(N(t)) \tag{85}
\end{equation*}
$$

This quantity is widely studied in FCS (Sec. IV). Confusingly, in the literature it goes by many names: such as scaled variance, diffusion coefficient, and noise (some authors refer to it simply as the variance, although it is clear from Eq. (85) that this is not the case). We will call it noise.

Using Eqs. (38) and (66), we can also write

$$
\begin{equation*}
\operatorname{Var}(N(t))=\int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime} F\left(t^{\prime}, t^{\prime \prime}\right) \tag{86}
\end{equation*}
$$

Plugging this into Eq. (85) and recalling that $F\left(t, t^{\prime}\right)=$ $F\left(t^{\prime}, t\right)$ yields

$$
\begin{equation*}
D(t)=2 \int_{0}^{t} F(t, t-\tau) d \tau \tag{87}
\end{equation*}
$$

This result is general, in that it holds even in transient regimes. In the steady state, we can replace $F(t, t-\tau)=$ $F(-\tau)=F(\tau)$ and (for sufficiently long times $t$ ) extend the upper integration limit to $+\infty$. As a result, we find that the noise is directly related to the zero-frequency component of the power spectrum equation [Eq. (76)]:

$$
\begin{align*}
D=S(0) & =2 \int_{0}^{\infty} F(\tau) d \tau \\
& =K+2 \int_{0}^{\infty}\left(\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho_{\mathrm{ss}}\right\}-J^{2}\right) d \tau \tag{88}
\end{align*}
$$

Since, in this case, $D$ becomes independent of time, the variance will grow linearly in time:

$$
\begin{equation*}
\operatorname{Var}(N(t))=D t \tag{89}
\end{equation*}
$$

This is why $D$ is also sometimes referred to as the "scaled variance": in the steady state, it essentially represents $\operatorname{Var}(N(t))$, except for the fixed scaling with $t$. Away from the steady state, $D(t)$ has no definite sign but Eq. (89) shows that in the steady state, $D \geqslant 0$. However, the second term in Eq. (88) is not necessarily positive, so that current correlations can both increase or decrease the noise. In fact, this is related to whether $S(\omega)$ has a peak or a dip at $\omega=0$.

The noise can be attributed to the following interesting interpretation: It yields the time it takes to reduce the uncertainty in estimating the current to one unit. That is, suppose that we wish to measure $J$. Physically, this is tantamount to measuring the expectation value of the system observable $\sum_{k} \nu_{k} L_{k}^{\dagger} L_{k}$ for quantum jumps or $\sum_{k} \nu_{k}\left(e^{-i \phi_{k}} L_{k}+e^{i \phi_{k}} L_{k}\right)$ for quantum diffusion. We can do this in a single shot, by collecting the current $I(t)$ for a total time $T$ and computing the time average

$$
\begin{equation*}
\bar{I}(T)=\frac{1}{T} \int_{0}^{T} d t I(t) \tag{90}
\end{equation*}
$$

Clearly, $E[\bar{I}(T)]=J$ for any $T$, so this estimator is unbiased. The mean-squared error, on the other hand, is


FIG. 14. The integrated diffusive current $N_{\text {diff }}(t)$ for example C (Sec. II B 3), for over 5000 simulations with $\Gamma=0.2 \Omega$. The variance of the distribution, at long times, is $D t$ [Eq. (89)], where $D$ is given by Eq. (93).
$\Delta \bar{I}^{2}(T):=E\left[(\bar{I}(T)-J)^{2}\right]$, which can be written as [87]

$$
\begin{equation*}
\Delta \bar{I}^{2}(T)=\frac{2}{T^{2}} \int_{0}^{T} d \tau(T-\tau) F(\tau) \tag{91}
\end{equation*}
$$

For sufficiently large $T$, we can approximate $T-\tau \sim$ $T$ and extend the upper limit of integration to infinity, yielding

$$
\begin{equation*}
\Delta \bar{I}^{2}(T) \simeq \frac{D}{T} \tag{92}
\end{equation*}
$$

Thus, $D$ determines how the error in the estimation diminishes with the integration time.

## 1. Fluctuations in example $C$

The trajectories for example C have been studied in Sec. (II E 2) and $F(\tau)$ and $S(\omega)$ in Sec. (III B 2). In fact, $S(\omega)$ has been given in Eq. (84). Taking $\omega=0$ leads to

$$
\begin{equation*}
D=1+\frac{4 \Gamma^{2}}{\Omega^{2}} \tag{93}
\end{equation*}
$$

In Fig. 14, we plot the histogram of $N(t)$ for multiple trajectories as a function of $t$. As is clear, the distribution becomes broader and broader with time. At long times, the variance, according to Eq. (89), is precisely Dt. Thus, in the oscillatory phase, $D$ is practically unity, while in the jump phase it grows as $\Gamma^{2}$. We also note that, at long times, the distribution looks like a Gaussian due to the central limit theorem. Typically, cumulants higher than second order also scale linearly in time but their effects can only be seen in the tails of the distribution. These higher-order cumulants can be treated using the tools of FCS (Sec. IV).

## D. Quantum regression theorem and coherence functions

The two-point function $F$ in Eq. (66) describes correlations between the classical stochastic outputs $I(t)$ at
different times. We can translate this into temporal correlations of the quantum jump operators $L_{k}$. To do this, we must invoke the QRT $[29,30]$, which provides a way of calculating two-time correlation functions from the QME. The QRT states that, for any three system operators $A, B$, and $C$,

$$
\begin{equation*}
\langle A(t) B(t+\tau) C(t)\rangle=\operatorname{tr}\left\{B e^{\mathcal{L} \tau}(C \rho(t) A)\right\} \tag{94}
\end{equation*}
$$

(for fermionic operators, this formula requires a slight modification, as discussed in Ref. [88, Appendix B]). It is often convenient to express Eq. (94) in terms of the adjoint Liouvillian, $\mathcal{L}^{\dagger}$, which is defined implicitly by $\operatorname{tr}[A \mathcal{L}(B)]=\operatorname{tr}\left[\mathcal{L}^{\dagger}(A) B\right]$ and takes the explicit form

$$
\begin{equation*}
\mathcal{L}^{\dagger}(\bullet)=i[H, \bullet]+\sum_{j} \mathcal{D}^{\dagger}\left[L_{j}\right](\bullet), \tag{95}
\end{equation*}
$$

where $\mathcal{D}^{\dagger}[L](\bullet)=L^{\dagger}(\bullet) L-\frac{1}{2}\left\{L^{\dagger} L, \bullet\right\}$ is the adjoint dissipator. Then, correlation functions can also be written as

$$
\begin{equation*}
\langle A(t) B(t+\tau) C(t)\rangle=\operatorname{tr}\left[A e^{\mathcal{L}^{\dagger} \tau}(B) C \rho(t)\right] . \tag{96}
\end{equation*}
$$

If the state $\rho(t)$ is already known, this only requires finding the operator $B(\tau)=e^{\mathcal{L}^{\dagger} \tau}(B)$ or, equivalently, solving the equation $d B / d \tau=\mathcal{L}^{\dagger} B$. This can be understood as a kind of Heisenberg-picture evolution for open quantum systems, although some caveats apply, e.g., the evolution operator $e^{\mathcal{L} \dagger} \tau$ is not distributive over the operator product (for a discussion, see Appendix H).

The QRT allows us to rewrite the typical terms in the quantum jump two-point function [Eq. (67)] as
$\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho(t)\right\}=\sum_{k, q} \nu_{k} \nu_{q}\left\langle L_{q}^{\dagger}(t) L_{k}^{\dagger}(t+\tau) L_{k}(t+\tau) L_{q}(t)\right\rangle$.

Similarly, for quantum diffusion [Eq. (72)], we obtain

$$
\begin{align*}
\operatorname{tr} & \left\{\mathcal{H} e^{\mathcal{L} \tau} \mathcal{H} \rho(t)\right\}=\sum_{k, q} v_{k} v_{q} \operatorname{Re}\left\{e^{i\left(\phi_{k}-\phi_{q}\right)}\left\langle L_{k}^{\dagger}(t+\tau) L_{q}(t)\right\rangle\right. \\
& \left.+e^{-i\left(\phi_{k}+\phi_{q}\right)}\left\langle L_{k}(t+\tau) L_{q}(t)\right\rangle\right\} \tag{98}
\end{align*}
$$

We now go into more detail on the interpretation of these terms. For clarity, we will assume a single jump operator $L$ with weight factor $v=1$; the extension to multiple jump operators is immediate. We also focus on the steady state.

## 1. Quantum jumps and second-order coherence

The average quantum jump current is $J=\left\langle L^{\dagger} L\right\rangle$. The two-point function for quantum jumps can be written as

$$
\begin{align*}
F(\tau) & =\delta(\tau) J+\left\langle L^{\dagger}(t) L^{\dagger}(t+\tau) L(t+\tau) L(t)\right\rangle-J^{2} \\
& =\delta(\tau) J+J^{2}\left[g^{(2)}(\tau)-1\right] \tag{99}
\end{align*}
$$

where

$$
\begin{equation*}
g^{(2)}(\tau)=\frac{\left\langle L^{\dagger}(t) L^{\dagger}(t+\tau) L(t+\tau) L(t)\right\rangle}{\left\langle L^{\dagger} L\right\rangle^{2}} \tag{100}
\end{equation*}
$$

In the context of quantum optics and photodetection, $L=$ $\sqrt{\kappa} a$ and this becomes Glauber's second-order coherence function [24]. This function has played a central role in establishing the particle nature of light, beginning with the experiment of Hanbury Brown and Twiss [89] and then has later been used to characterize photon emission via resonance fluorescence [90] and Hong-Ou-Mandel interference [91]; the interested reader will find the history of this work summarized in Refs. [92-94]. Despite its history in quantum optics, the above formulation makes it clear that Eq. (100) is applicable to arbitrary counting processes, e.g., electron counting in quantum dots.

From Eq. (99), we see that the Poisson process (where the jumps are completely independent of each other) happens when $g^{(2)}(\tau)=1$ for all $\tau$. Moreover, as we show in Sec. VB, $g^{(2)}(\tau \rightarrow \infty) \rightarrow 1$, so that $F(\tau)$ vanishes at infinity. The interesting question to ask, therefore, is whether $g^{(2)}(\tau)$ is smaller or larger than 1. From Eq. (99), we see that if at any given time $g^{(2)}(\tau)>1$, then $I(t)$ and $I(t+\tau)$ will be positively correlated, while $g^{(2)}(\tau)<1$ means that they are negatively correlated. Recall that positive correlations mean that if one variable is above average, there is a tendency for the other to be above average and vice versa. Conversely, negative correlation means that if one is above average, then the other has a tendency to be below average. In our case $d N(t)=0,1$ can take only two values and the mean must lie somewhere in between. Hence "above average" means that it is more likely to observe a click and "below average" means that it is less likely. We can see this quite clearly by noting that $g^{(2)}$ is actually proportional to the joint probability of observing clicks at $t$ and $t+\tau$, i.e.,

$$
\begin{equation*}
g^{(2)}(\tau)=\frac{P(d N(t+\tau)=1, d N(t)=1)}{(J d t)^{2}} \tag{101}
\end{equation*}
$$

which follows from Eq. (71). Since ( $J d t)^{2}$ would be the joint probability for two completely uncorrelated clicks, we can conclude that $g^{(2)}$ yields information on delayed coincidences:
(a) Correlation. $g^{(2)}(\tau)>1$ (or $\left.F(\tau)>0\right)$ : a click at time $t$ implies that it is more likely that another click will be observed at time $t+\tau$.
(b) Anticorrelation. $g^{(2)}(\tau)<1$ (or $\left.F(\tau)<0\right)$ : a click at time $t$ means that it is less likely that another click will be observed at time $t+\tau$.

These regimes are related to the effects of bunching (antibunching) and super- (sub-)Poissonian statistics, which are widely studied in the quantum optics literature. There are a few subtleties, however, and these have been the source of some confusion in the literature. We will explain this connection in greater detail below.

One often focuses on $g^{(2)}(0)$. The reason is that $g^{(2)}(\tau)$ is a smooth function, so $g^{(2)}(0)$ has the same interpretation as above, but between two clicks that are infinitesimally close to each other. The big advantage of $g^{(2)}(0)$ is that it is much simpler to compute, since it reduces to an expectation value in the steady state:

$$
\begin{equation*}
g^{(2)}(0)=\frac{\left\langle L^{\dagger} L^{\dagger} L L\right\rangle}{\left\langle L^{\dagger} L\right\rangle^{2}} \tag{102}
\end{equation*}
$$

When $g^{(2)}(0)>1$, the observation of one click increases the probability of seeing a second click immediately afterward. Intuitively, this captures the phenomenon of bunching, where pairs of quanta are more likely to arrive together than apart. Antibunching is the converse phenomenon, where clicks are more likely to occur apart than together.

To illustrate this, consider a qubit system with $L=\sqrt{\gamma} \sigma_{-}$. Since $\sigma_{-}^{2}=0$, it immediately follows that $g^{(2)}(0)=0$. Qubit systems are therefore examples of extreme antibunching: if a click is observed, there is zero probability of observing another click immediately afterward. In a fermionic picture, the fact that $g^{(2)}(0)=0$ can be viewed as a manifestation of the Pauli exclusion principle.

As another example, consider the optical cavity dissipator $L=\sqrt{\kappa} a$. Using $\left[a, a^{\dagger}\right]=1$, we can write

$$
\begin{equation*}
g^{(2)}(0)=\frac{\left\langle a^{\dagger} a^{\dagger} a a\right\rangle}{\left\langle a^{\dagger} a\right\rangle^{2}}=1+\frac{\operatorname{Var}\left(a^{\dagger} a\right)-\left\langle a^{\dagger} a\right\rangle}{\left\langle a^{\dagger} a\right\rangle^{2}} \tag{103}
\end{equation*}
$$

where $\operatorname{Var}\left(a^{\dagger} a\right)=\left\langle\left(a^{\dagger} a\right)^{2}\right\rangle-\left\langle a^{\dagger} a\right\rangle^{2}$. The probability of two clicks coinciding is therefore enhanced when $\operatorname{Var}\left(a^{\dagger} a\right)>$ $\left\langle a^{\dagger} a\right\rangle$ and suppressed otherwise. For example, for thermal radiation $\rho=\left(1-e^{-\beta \omega}\right) e^{-\beta \omega a^{\dagger} a}$, we obtain $g^{(2)}(0)=2$ for any $\beta$. Thermal photons are therefore more likely to be detected together. This is the essence of the Hanbury-Brown-Twiss effect [89].

To gain a deeper understanding on bunching and antibunching, consider the stochastic quantum jump dynamics for the cavity [see, e.g., Eq. (28)]. If a photon is emitted, the state of the system is modified from $\rho \rightarrow \rho^{\prime}=$ $a \rho a^{\dagger} / \operatorname{tr}\left(a^{\dagger} a \rho\right)$. The average number of photons after the
jump, $\left\langle a^{\dagger} a\right\rangle^{\prime}:=\operatorname{tr}\left(a^{\dagger} a \rho^{\prime}\right)$, will then be

$$
\begin{equation*}
\left\langle a^{\dagger} a\right\rangle^{\prime}=\frac{\operatorname{tr}\left(a^{\dagger} a^{\dagger} a a \rho\right)}{\operatorname{tr}\left(a^{\dagger} a \rho\right)}=g^{(2)}(0)\left\langle a^{\dagger} a\right\rangle . \tag{104}
\end{equation*}
$$

Therefore, $g^{(2)}(0)$ specifies how our knowledge of the average photon number is updated after a jump. If $g^{(2)}(0)>1$, the updated state will have more photons than before. This may seem counterintuitive, as one might think that if a photon emission is observed, the photon number should go down by exactly one unit. However, the photon number in a state $\rho$ generally fluctuates and observing the jump updates our knowledge about the system. To make sense of this, consider the incoherent mixture $\rho=q|0\rangle\langle 0|+(1-q)|n\rangle\langle n|$, so that $q$ represents the probability that there are no photons inside the cavity. In this state, $\left\langle a^{\dagger} a\right\rangle=(1-q) n$ and after the jump $\rho^{\prime}=\mid n-$ $1\rangle\langle n-1|$ so $\left\langle a^{\dagger} a\right\rangle^{\prime}=(n-1)$. Light, in this state, can be either bunched or antibunched. For instance, if $n=2$, then Eq. (104) yields $g^{(2)}(0)=1 / 2(1-q)$, which will be bunched for $q>1 / 2$ and antibunched otherwise. This happens because before the jump there was a probability that there were no photons at all in the cavity. But once we observe a jump, that possibility is eliminated and so the average number of photons increases.

Strictly speaking, however, the value of $g^{(2)}(0)$ alone is not sufficient to infer whether clicks occur preferentially in bunches or spaced apart. The issue is related to the (lack of) monotonicity of $g^{(2)}(\tau)$. For example, the value of $g^{(2)}(0)=2$ for thermal light implies bunching in the above sense only if $g^{(2)}(\tau)$ decays monotonically to its long-time value of $g^{(2)}(\infty)=1$ (this was assumed implicitly in the above discussion). If, instead, $g^{(2)}(\tau)$ increases to some maximum value $g^{(2)}\left(\tau_{\max }\right)>2$ (in principle possible in a driven nonlinear system), then photodetections are more likely to be separated by a time delay of $\tau_{\text {max }}$ than to occur together.

To avoid such paradoxes, some authors [95,96] insist on a stricter definition of bunching and antibunching that takes into account the entire behavior of $g^{(2)}(\tau)$ :
(a) Bunching. $g^{(2)}(0)>g^{(2)}(\tau)$ for all $\tau$ : the most likely time to observe a second click is immediately after the first one $(\tau=0)$.
(b) Antibunching. $g^{(2)}(0)<g^{(2)}(\tau)$ for all $\tau$ : the least likely time to observe a second click is immediately after the first one. $(\tau=0)$.

Historically, this definition arose in quantum optics to distinguish quantum from classical states of light. Classically, $g^{(2)}(\tau)=\left\langle I_{\mathrm{cl}}(t+\tau) I_{\mathrm{cl}}(t)\right\rangle /\left\langle I_{\mathrm{cl}}(t)\right\rangle\left\langle I_{\mathrm{cl}}(t+\tau)\right\rangle$ is the normalized autocorrelation function of a fluctuating classical intensity $I_{\mathrm{cl}}(t)$. Assuming stationary statistics, the CauchySchwarz inequality $\left\langle I_{1} I_{2}\right\rangle^{2} \leq\left\langle I_{1}^{2}\right\rangle\left\langle I_{2}^{2}\right\rangle$ then directly implies that $g^{(2)}(0) \geq g^{(2)}(\tau)$ [97]. The experimental observation
of antibunched photon emission by two-level atoms has therefore been crucial for establishing the quantum nature of light, since such intensity correlations cannot arise from any stochastic classical field [90].

Nevertheless, $g^{(2)}(0)$ itself still precisely quantifies whether click coincidences are enhanced or suppressed relative to random (Poisson) noise and it is common to see bunching (antibunching) defined by the condition $g^{(2)}(0)>1\left(g^{(2)}(0)<1\right)$ in the literature $[98,99]$. Since $g^{(2)}(\infty)=1$ for a continuously measured quantum system, this is equivalent to the stricter definition above whenever $g^{(2)}(\tau)$ is a monotonic function.

On a more coarse-grained level, click correlations can be quantified by the Fano factor, defined by [100]

$$
\begin{equation*}
f(t)=\frac{\operatorname{Var}(N(t))}{E(N(t))} . \tag{105}
\end{equation*}
$$

(The denominator is usually chosen so that $f \geqslant 0$. And if the $v_{k}$ have units as, e.g., in electric charge transport, $f$ is usually divided by a convenient factor to remain dimensionless.) In the long-time limit, the Fano factor reduces to the ratio

$$
\begin{equation*}
f=\frac{D}{J}, \tag{106}
\end{equation*}
$$

and, using Eq. (99), we have

$$
\begin{equation*}
f=1+2 J \int_{0}^{\infty} d \tau\left[g^{(2)}(\tau)-1\right] . \tag{107}
\end{equation*}
$$

Therefore, when the clicks are correlated (anticorrelated) on average, the above integral is positive (negative) and we have $f>1(f<1)$. The marginal case $f=1$ corresponds to $\operatorname{Var}(N)=E(N)$ [cf. Eq. (105)], which is a characteristic of pure Poisson statistics (this is also shown explicitly in Appendix F). This motivates the following common terminology:
(a) Super-Poisson noise. $f>1$ (or $D>J$ ): clicks are (positively) correlated on average.
(b) Sub-Poisson noise. $f<1$ (or $D<J$ ): clicks are anticorrelated on average.

The Fano factor is particularly prominent in electronic charge transport [11,96,101], where time-integrated currents can be readily measured but the absence of singleelectron detectors makes a direct measurement of $g^{(2)}(\tau)$ extremely challenging. In the quantum optics literature, one sometimes comes across the equivalent Mandel parameter $\mathfrak{Q}(t)=f(t)-1$, defined such that positive (negative) values pertain to super-Poisson (sub-Poisson) noise [102].

Intuitively, a super-Poissonian Fano factor is associated with bunching, while sub-Poisson noise is associated with
antibunching. However, this is not always the case, as discussed in Refs. [95,96,103]. In fact, it is possible to construct examples where $g^{(2)}(\tau)$ is nonmonotonic in time, such that $g^{(2)}(0)<g^{(2)}(\tau)$ yet nonetheless $f>1$; likewise, bunched detections can lead to sub-Poisson noise. Moreover, it is important to emphasize that while pure Poisson noise implies that $f=1$, the converse is not true: correlated clicks may still result in a Fano factor $f=1$ upon time averaging, whenever $g^{(2)}(\tau)$ is nonmonotonic.

A key takeaway message of this section is that care must be taken with the concepts of bunching, antibunching, and sub- or super-Poisson noise. While they all quantify correlations between clicks, they have different meanings and sometimes inequivalent definitions in the literature.

## 2. $g^{(2)}$ function for example $D$

We consider the second-order coherence function for example D . In the particular case in which $U=0$, the system can be solved analytically using Gaussian tools, as discussed below in Sec. V F 3. The $g^{(2)}$ function, computed using those results, reads

$$
\begin{equation*}
g^{(2)}(\tau)=1+\frac{(\kappa-2 G)^{2} e^{-\tau(\kappa+2 G)}+(\kappa+2 G)^{2} e^{-\tau(\kappa-2 G)}}{8 G^{2}} \tag{108}
\end{equation*}
$$

In particular, we see that $g^{(2)}(0)=2+\kappa^{2} / 4 G^{2}$. This describes the statistical properties of radiation squeezing.

The case $G \rightarrow 0$ is somewhat delicate, as the above formula seems to imply that $g^{(2)}$ diverges. What actually happens is that since this is the vacuum state, both $\left\langle a^{\dagger} a\right\rangle \rightarrow$ 0 and $\left\langle a^{\dagger} a^{\dagger} a a\right\rangle \rightarrow 0$, so that according to Eq. (102), we obtain an indeterminacy. To solve this, it is illuminating to also include the effects of temperature by changing the dissipator to $\kappa(\bar{N}+1) \mathcal{D}[a]+\kappa \bar{N} \mathcal{D}\left[a^{\dagger}\right]$, where $\bar{N}$ is the Bose-Einstein distribution reflecting thermal fluctuations [similar to Eq. (9)]. This will change $g^{(2)}(0)$ to

$$
\begin{equation*}
g^{(2)}(0)=2+\frac{G^{2} \kappa^{2}(2 \bar{N}+1)^{2}}{\left(2 G^{2}+\bar{N} \kappa^{2}\right)^{2}} \tag{109}
\end{equation*}
$$

If we take $\bar{N} \equiv 0$, we recover the previous result. But if we take $G \rightarrow 0$ with $\bar{N}$ finite, we obtain $g^{(2)}(0)=2$, which is the result for thermal light. The order of limits therefore matters.

## 3. Quantum diffusion and first-order coherence

We now turn to quantum diffusion and consider the measurement of a single quadrature, $x_{\phi}=L e^{-i \phi}+L^{\dagger} e^{i \phi}$, of a jump operator $L$. We leave $v$ unspecified. For light ( $L=$ $\sqrt{\kappa} a$ ), this corresponds to homodyne detection (Table II) and $v=1 / \sqrt{2 \kappa}$. Using the QRT result in Eq. (98), the
diffusion two-point function $F_{\text {diff }}$ in Eq. (72) becomes

$$
\begin{equation*}
F_{\phi}(\tau) / v^{2}=\delta(\tau)+\operatorname{Re}\left[\left\langle L^{\dagger}(\tau) L\right\rangle+e^{2 i \phi}\langle L(\tau) L\rangle\right]-\left\langle x_{\phi}\right\rangle^{2} \tag{110}
\end{equation*}
$$

Each term in the square brackets is important in its own right. In quantum optics, the first term is proportional to Glauber's first-order coherence function,

$$
\begin{equation*}
g^{(1)}(\tau)=\frac{\left\langle L^{\dagger}(\tau) L\right\rangle}{|\langle L\rangle|^{2}} \tag{111}
\end{equation*}
$$

As discussed in Sec. VII, the Fourier transform of $g^{(1)}(\tau)$ describes the frequency spectrum of the emitted light [104]. Hence $g^{(1)}$ is related to the monochromaticity of a light beam: a long coherence time (slowly decaying $\left.g^{(1)}(\tau)\right)$ corresponds to a sharply peaked frequency distribution. Again in the optical context, the term $\langle L(\tau) L\rangle$ is related to squeezing of radiation. We can isolate it by comparing the fluctuations along two orthogonal quadratures [105], e.g.,
$\left[F_{0}(\tau)-F_{\pi / 2}(\tau)\right] / \nu^{2}=2 \operatorname{Re}[\langle L(\tau) L\rangle]+\left\langle x_{\pi / 2}\right\rangle^{2}-\left\langle x_{0}\right\rangle^{2}$.

While the above results are used in the quantum optics context $(L=\sqrt{\kappa} a$ and $\nu=1 / \sqrt{2 \kappa})$, they are also important in other scenarios, as we show in the following example.

## 4. $g^{(1)}$ function for example $A$

We consider the first-order coherence function for a driven qubit in example A. This function is directly connected to the coherence properties of photons emitted by the qubit into its surroundings, as we discuss in Sec. VII. Figure 15 shows $g^{(1)}(\tau)$ for two different driving strengths. We observe either underdamped or overdamped behavior in time, depending on whether the Rabi frequency $\Omega$ is larger or smaller than the damping rate $\gamma$. These two different regimes give rise to very different frequency spectra of the emitted photons (see Sec. VI I).

## IV. FULL COUNTING STATISTICS

So far, we have focused on the first and second moments of the current or charge. We can also take a step further and consider the full statistics of the net charge $N(t)$ [Eq. (37)], i.e., the probability distribution $P(n, t) \equiv P(N(t)=n)$. From this, one can compute, e.g., $d E(N(t)) / d t=J(t)$ and $d \operatorname{Var}(N(t)) / d t=D(t)$, as studied in Sec. III. In addition, the tools that we now develop will allow us to generalize our previous results and put quantum jumps and quantum diffusion within a unified framework.


FIG. 15. The first-order coherence function [Eq. (111)] for example A (Sec. II B 1), with $\Delta=0$ and $\bar{N}=0.1$. For weak dissipation ( $\gamma=0.2 \Omega$ ), we see damped oscillations, whereas for strong dissipation $(\gamma=2 \Omega)$, we see pure exponential decay.

## A. Quantum jumps

Let $\mathcal{N}$ denote the set of allowed values that $N(t)$ might take (note that even though the $N_{k}$ are integers, the $v_{k}$ are arbitrary, so the set $\mathcal{N}$ is not necessarily restricted to the integers). To obtain $P(n, t)$, we introduce the so-called $n$-resolved density matrix $\rho_{n}(t)[106,107]$, i.e., the unnormalized density matrix given that after a time $t$ the net charge is $n$. From Eq. (22), we can infer that this must evolve as

$$
\begin{equation*}
\rho_{n}(t+d t)=M_{0} \rho_{n}(t) M_{0}^{\dagger}+\sum_{k=1}^{r} M_{k} \rho_{n-v_{k}}(t) M_{k}^{\dagger} \tag{113}
\end{equation*}
$$

This equation simply states that a jump in channel $k$ changes the total charge by $v_{k}$. The probability distribution for the total charge is then given by the normalization, $P(n, t)=\operatorname{tr}\left\{\rho_{n}(t)\right\}$, and the original density matrix can be recovered as $\rho=\sum_{n \in \mathcal{N}} \rho_{n}(t)$. Equation (113) is considerably simplified by Fourier transforming the density matrix,

$$
\begin{equation*}
\rho_{\chi}(t)=\sum_{n \in \mathcal{N}} e^{i n \chi} \rho_{n}(t) \tag{114}
\end{equation*}
$$

where $\chi$ is known as the counting field. Fourier transforming Eq. (113) and using Eq. (23) for the Kraus operators, we find that the counting-field-dependent density matrix $\rho_{\chi}$ obeys a generalized QME ,

$$
\begin{equation*}
\frac{d \rho_{\chi}(t)}{d t}=\mathcal{L}_{\chi} \rho_{\chi}(t), \quad \rho_{\chi}(0)=\rho_{0} \tag{115}
\end{equation*}
$$

with the so-called tilted Liouvillian

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=-i[H, \rho]+\sum_{k}\left(e^{i \chi v_{k}} L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right) \tag{116}
\end{equation*}
$$

Note that for $\chi=0$, the generalized QME (115) reduces to the usual QME in Eq. (5), since $\mathcal{L}_{\chi=0}=\mathcal{L}$. The tilted Liouvillian is a crucial object that greatly simplifies the analysis. Note how the counting field appears only in the jump part and pinpoints precisely the terms we associate with each jump channel. It also weights them with the appropriate $v_{k}$. In fact, $\mathcal{L}_{\chi}$ encodes all relevant superoperators in its derivatives at $\chi=0$. For example,

$$
\begin{equation*}
\mathcal{L}^{\prime} \rho:=\left.\partial_{\chi} \mathcal{L}_{\chi} \rho\right|_{\chi=0}=i \sum_{k} v_{k} L_{k} \rho L_{k}^{\dagger}=i \mathcal{J} \rho \tag{117}
\end{equation*}
$$

is the $\mathcal{J}$ superoperator defined in Eq. (69). Similarly, the second derivative reads

$$
\begin{equation*}
\mathcal{L}^{\prime \prime} \rho=-\sum_{k} v_{k}^{2} L_{k} \rho L_{k}^{\dagger} \tag{118}
\end{equation*}
$$

which, upon taking the trace, is minus the term $K$ in Eq. (68).

The solution of Eq. (115) is $\rho_{\chi}(t)=e^{\mathcal{L}_{\chi} t} \rho_{0}$, which does not have unit trace because $\mathcal{L}_{\chi}$ is not trace preserving for $\chi \neq 0$. From this solution, the desired probability distribution can be obtained as the inverse Fourier transform

$$
\begin{equation*}
P(n, t)=\int_{-\infty}^{\infty} \frac{d \chi}{2 \pi} e^{-i n \chi} \operatorname{tr}\left\{\rho_{\chi}(t)\right\} \tag{119}
\end{equation*}
$$

To be precise, this will not exactly yield $\operatorname{tr}\left\{\rho_{n}(t)\right\}$ but, rather, a sum of Dirac $\delta$ functions at the allowed values $\mathcal{N}$, each with weight $\operatorname{tr}\left\{\rho_{n}(t)\right\}$. If the set $\mathcal{N}$ comprises integers only, e.g., for particle current and dynamical activity, then $P(n, t)$ can be obtained without the Dirac $\delta$ functions by changing the integration limits to

$$
\begin{equation*}
P(n, t)=\int_{-\pi}^{\pi} \frac{d \chi}{2 \pi} e^{-i n \chi} \operatorname{tr}\left\{\rho_{\chi}(t)\right\} \tag{120}
\end{equation*}
$$

## 1. $P(n, t)$ for example $A$

The stochastic trajectories for example A have been studied in Sec. II D 2 and Fig. 7. For that configuration, the charge $N(t)$ was more likely to be negative, although it could also be positive for some stochastic trajectories. We can compute $P(n, t)$ numerically using Eq. (120), as follows. We first set a grid of $\chi$ values from $-\pi$ to $\pi$. For each $\chi$, and for each time $t$, we compute $\rho_{\chi}(t)=e^{\mathcal{L}_{\chi} t} \rho_{0}$ and its trace. Finally, we use this to integrate Eq. (120) numerically. Figure 16 illustrates the result for a grid of $1000 \chi$ values. For short times, the distribution is centered around 0 and has a non-negligible portion with $n>0$. For later times, it then moves to the left and $n>0$ becomes less and less likely. In this example, excitations continue to be emitted indefinitely, so that $P(n, t)$ will continue to move left. It also becomes more and more spread with time.


FIG. 16. The FCS probability $P(n, t)$, Eq. (120) for example A (Sec. II B 1). The parameters chosen are the same as those of Fig. 7. The negative count corresponds to the particle current flowing from cold to hot.

## 2. $P(n, t)$ for example $D$

We follow the same procedure as in Sec. IV A 1 to compute the FCS distribution for photon counting in example D. The results are plotted in Fig. 17, which shows the average number of counts $n$ increasing with time. Here, we use parameters that are different to those that generate the steady state in Fig. 5(c), with $G=1, U=1 / 3, \Delta=0$, and $\kappa=1$.

## 3. Classical master equations

FCS was originally developed in the context of classical master equations. These are included in the quantum result as a particular case. Consider a QME with $H=$ $\sum_{i} E_{i}|i\rangle\langle i|$ and jump operators $L_{i j}=\sqrt{W_{i j}}|i\rangle\langle j|$, describing jumps between energy eigenstates, with transition rate $W_{i j}$ (for $i \neq j$ ). From the QME, the diagonal elements $p_{n}=\langle n| \rho|n\rangle$ will evolve according to the classical (Pauli) master equation

$$
\begin{equation*}
\frac{d p_{n}}{d t}=\sum_{j} W_{n j} p_{j}-\Gamma_{n} p_{n} \tag{121}
\end{equation*}
$$

where $\Gamma_{n}=\sum_{j} W_{j n}$ is called the escape rate from level $n$. If the system starts without any coherences in this basis,


FIG. 17. The FCS probability $P(n, t)$ [Eq. (120)] for example D (Sec. II B 4), with $G=1, U=1 / 3, \Delta=0$, and $\kappa=1$ for varying times.
it will remain so throughout. Hence to fully describe the system, it suffices to look at the populations $p_{n}$.

The first term in Eq. (121) describes jumps (since it describes a process that goes from $j \rightarrow n$ ), while the second describes the "no-jump events." The tilted Liouvillian is still given by Eq. (116). But since we only want the dynamics of the populations, it is simpler to define a matrix $\mathbb{W}_{x}$ with entries

$$
\left(\mathbb{W}_{\chi}\right)_{n j}= \begin{cases}W_{n j} e^{i \chi v_{n j}} & j \neq n  \tag{122}\\ -\Gamma_{n} & j=n\end{cases}
$$

where $v_{n j}$ is the weight factor associated with the jump operator $L_{n j}$. Letting $p_{\chi, n}(t)=\langle n| \rho_{\chi}(t)|n\rangle$, the vector $\boldsymbol{p}_{\chi}(t)$ will evolve according to $\boldsymbol{p}_{\chi}(t)=e^{\mathbb{W}_{\chi} t} \boldsymbol{p}(0)$. Hence

$$
\begin{equation*}
\operatorname{tr}\left\{\rho_{\chi}(t)\right\}=\sum_{n j}\left(e^{W_{\chi} t}\right)_{n j} p_{j}(0), \tag{123}
\end{equation*}
$$

from which $P(n, t)$ can be computed using Eq. (119).
In a classical master equation, all transitions are associated with jumps and can thus be monitored, at least in principle. The crucial difference of the quantum case is the presence of the unitary dynamics $-i[H, \rho]$, which generates transitions that, fundamentally, cannot be monitored and hence will never correspond to a click in a detector.

## B. Quantum diffusion

The integrated charge in quantum diffusion, $N_{\text {diff }}(t)=$ $\int_{0}^{t} d t^{\prime} I_{\text {diff }}\left(t^{\prime}\right)$, varies continuously. Nevertheless, the resulting probability distribution $P(n, t)$ can still be written as in Eq. (119), where $\rho_{\chi}$ still satisfies Eq. (115). What changes is the shape of the tilted Liouvillian $\mathcal{L}_{\chi}$. Instead of Eq. (116), we now obtain

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=\mathcal{L} \rho+i \chi \mathcal{H} \rho-\frac{\chi^{2}}{2} K_{\text {diff }} \rho \tag{124}
\end{equation*}
$$

where $K_{\text {diff }}$ and $\mathcal{H}$ are defined in Eqs. (73) and (74). This result is derived in Appendix I in two ways: as a limit of the quantum jump model when $\left|\alpha_{k}\right| \rightarrow \infty$ and for the Gaussian positive operator-valued measure (POVM) model discussed at the end of Sec. II E. In particular, recall that the latter corresponds to a Hermitian jump operator $L=\sqrt{\lambda} Y$ (where $Y$ is the observable being measured) and a weight $v=1 /(2 \sqrt{\lambda})$ for the current. The corresponding tilted Liouvillian therefore reads

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=-i[H, \rho]+\lambda \mathcal{D}[Y] \rho+i \frac{\chi}{2}\{Y, \rho\}-\frac{\chi^{2}}{8 \lambda} \rho \tag{125}
\end{equation*}
$$

This equation nicely illustrates the trade-off between the measurement back action-associated with the dissipator $\lambda \mathcal{D}[Y]$ - and the white noise $K_{\text {diff }} \propto 1 / \lambda:$ a large measurement strength (large $\lambda$ ) causes significant back action, but


FIG. 18. FCS probability distributions $P(n, t)$ for example C (Sec. II B 3), in the same regimes as studied in Fig. 10. (a) $\Gamma / \Omega=0.2$; (b) $\Gamma / \Omega=2.0$. Each curve is for a different time $\Omega t$, as denoted in the legend.
reduces the white noise, while for small $\lambda$, it is the other way around.

## 1. $P(n, t)$ for example $C$

Stochastic trajectories for example C have been studied in Sec. IIE 2 and Fig. 10. There, we have seen that depending on the relative damping strength $\Gamma / \Omega$, the quantum trajectories are fundamentally different, presenting an oscillatory behavior for small $\Gamma$ and a jump behavior for large $\Gamma$. Figure 18 shows the corresponding FCS probability distribution $P(n, t)$ for the integrated charge. In this case, the operator being measured is $\sigma_{z}$. Since the system oscillates symmetrically between the eigenstates of $\sigma_{z}$, we find a distribution that is symmetrical around $n=0$, so that on average $J_{\text {diff }}=0$. However, we see that $P(n, t)$ behaves in fundamentally different ways in the two regimes. For small $\Gamma$ [Fig. 18(a)], the oscillatory nature of the trajectories results in a distribution of the integrated current made up of a single centered peak. Conversely, for large $\Gamma$ [Fig. 18(b)], the jump behavior results in a bimodal distribution. This happens because in this case, $\left\langle\sigma_{z}\right\rangle_{c}$ spends most of its time close to $\pm 1$, as in the red curve in Fig. 10.

## 2. Statistics of an undriven cavity

Consider the cavity model in example D. However, let us assume that there is no external drive and no Kerr nonlinearity. All we have is an optical cavity with dissipation. In the interaction picture with respect to $H=\omega_{c} a^{\dagger} a$, the Liouvillian simply reads $\mathcal{L} \rho=\kappa \mathcal{D}[a] \rho$. Suppose that the cavity is prepared in some nontrivial state $\rho_{0}$ and, at $t=0$, we begin measuring the photons that leak out. Each time we repeat this experiment, we will therefore count a certain number $n$ of photons, which will be described by the FCS probability $P(n, \infty)$ given by Eq. (120). In Appendix O, we show that in this particular model, $P(n, \infty)$ yields the same statistics as a projective measurement of $\rho_{0}$ on the Fock basis,

$$
\begin{equation*}
P(n, \infty)=\langle n| \rho_{0}|n\rangle . \tag{126}
\end{equation*}
$$

While this may seem intuitive, it is not at all obvious. After all, a projective measurement is instantaneous, while the continuous measurement is extended in time.

Next, consider the case of homodyne measurements (Table II). We show, again in Appendix O, that Eq. (119) yields

$$
\begin{equation*}
P(x, \infty)=\langle x| \rho_{0}|x\rangle, \tag{127}
\end{equation*}
$$

which is a projective measurement of the initial state in the basis of the quadrature operator $x=\left(a e^{-i \phi}+a^{\dagger} e^{i \phi}\right) / \sqrt{2}$ (these are the marginals of the Wigner function). In this case, there is a caveat, though: the initial field present in the cavity leaks out at the amplitude damping rate $\kappa / 2$. As time goes on, the fraction of signal coming from the initial state thus diminishes and at long times, only photons from the local oscillator are measured. To amend for this, we must use a time-dependent weight factor, $v(t)=$ $\sqrt{\kappa / 2} e^{-\kappa t / 2}$ [6], that matches the amplitude damping rate and suppresses the counts as time progresses. Only for this specific choice of $v(t)$ will Eq. (127) follow.

Finally, we can consider heterodyne detection. This will also require a similar time-dependent weight factor, $v(t)=$ $\sqrt{\kappa} e^{-\kappa t / 2}$. The joint measurement of the two orthogonal quadratures $x_{0}$ and $x_{\pi / 2}$ will then yield a joint distribution that coincides with the Husimi function,

$$
\begin{equation*}
P\left(x_{0}, x_{\pi / 2}, \infty\right)=\frac{1}{\pi}\langle\alpha| \rho_{0}|\alpha\rangle, \tag{128}
\end{equation*}
$$

where $|\alpha\rangle$ is a coherent state at $\alpha=\left(x_{0}+i x_{\pi / 2}\right) / \sqrt{2}$. Since coherent states are not orthogonal, this measurement is not projective but, instead, corresponds to a generalized measurement with operators $M_{\alpha}=\frac{1}{\sqrt{\pi}}|\alpha\rangle\langle\alpha|$.

We note that alternative derivations of Eqs. (126)-(128) starting from the quantum Langevin equation can be found in Ref. [6, Sec. 4.7.6]. These complement our derivations starting from the Lindblad master equation given in Appendix O.

## C. Fluctuations for arbitrary $\mathcal{L}_{\chi}$

The dependence of $\mathcal{L}_{\chi}$ with $\chi$ in Eq. (124) is fundamentally different from the jump case in Eq. (116). Nevertheless, as in Eqs. (117) and Eq. (118), we can still obtain the relevant superoperators by taking derivatives with respect to $\chi$; namely,

$$
\begin{equation*}
\mathcal{L}^{\prime} \rho=i \mathcal{H} \rho, \quad \mathcal{L}^{\prime \prime} \rho=-K_{\text {diff }} \rho, \tag{129}
\end{equation*}
$$

which is in one-to-one correspondence to Eqs. (117) and (118). This suggests that all quantities studied in Sec. III-namely $J, F, S$, and $D$-can actually be written in terms of $\mathcal{L}^{\prime}$ and $\mathcal{L}^{\prime \prime}$. Indeed, we show in Appendix J
that all equations of Sec. III still hold for a general tilted Liouvillian, provided that we identify

$$
\begin{equation*}
\mathcal{J} \rho:=-i \mathcal{L}^{\prime} \rho, \quad K:=-\operatorname{tr}\left\{\mathcal{L}^{\prime \prime} \rho\right\} \tag{130}
\end{equation*}
$$

For quantum jumps, $\mathcal{J}$ and $K$ reduce to Eqs. (69) and (68). For diffusion, $\mathcal{J}$ becomes $\mathcal{H}$ in Eq. (74) and $K$ becomes $K_{\text {diff }}$ in Eq. (73). Equation (130) provides a substantial generalization to our previous results: it not only unifies the formulas for quantum jumps and quantum diffusion but also holds for any tilted Liouvillian (and therefore can encompass other scenarios that are not covered in this tutorial).

## D. Cumulant generating function

The Fourier transform of a probability distribution is called its characteristic function. Returning to Eq. (119), we see that this is precisely what we have-the quantity inside the integral is the characteristic function of $P(n, t)$ :

$$
\begin{equation*}
M(\chi, t):=E\left[e^{i N(t) \chi}\right]=\operatorname{tr}\left\{\rho_{\chi}(t)\right\}=\operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho(0)\right\} \tag{131}
\end{equation*}
$$

From $M$, we can extract all moments as

$$
\begin{equation*}
E\left[N(t)^{j}\right]=\left.\left(-i \partial_{\chi}\right)^{j} M(\chi, t)\right|_{\chi=0} \tag{132}
\end{equation*}
$$

When interested in higher moments, it is often convenient to consider the cumulants, denoted here by $\left\langle\left\langle N(t)^{j}\right\rangle\right\rangle$, which can be obtained from the cumulant generating function $C(\chi, t)$, defined as

$$
\begin{equation*}
C(\chi, t)=\ln M(\chi, t), \quad\left\langle\left\langle N(t)^{j}\right\rangle\right\rangle=\left.\left(-i \partial_{\chi}\right)^{j} C(\chi, t)\right|_{\chi=0} \tag{133}
\end{equation*}
$$

The first three cumulants are equal to the mean, the variance, and the skewness, respectively. In the long-time limit, the cumulant generating function takes on a particularly simple form,

$$
\begin{equation*}
C(\chi, t) \simeq \lambda_{0}(\chi) t, \tag{134}
\end{equation*}
$$

where $\lambda_{0}(\chi)$ is the eigenvalue of $\mathcal{L}_{\chi}$ with the largest real part (the spectral properties of Liouvillians will be dis-
cussed in Sec. V and the proof of this result is given in Appendix K). This eigenvalue is such that $\lambda_{0}(0)=0$. In the past, the eigenvalue $\lambda_{0}(\chi)$ has been the subject of considerable attention, as it turns out to contain substantial information about the system, including properties such as, e.g., phase transitions [108].

Equation (134), together with Eq. (133), shows that for large times, all cumulants will be proportional to $t$. This is consistent with what we have found in Eq. (89), and is consistent with the results of Fig. 16. For this reason, we define the scaled cumulant generating function (SCGF) as

$$
\begin{equation*}
C(\chi)=\lim _{t \rightarrow \infty} \partial_{t} C(\chi, t)=\lambda_{0}(\chi) \tag{135}
\end{equation*}
$$

From $C(\chi)$, we can determine all scaled cumulants by taking derivatives as $\left.\left(-i \partial_{\chi}\right)^{j} C(\chi)\right|_{\chi=0}$. The first scaled cumulant is $J$ and the second is $D$. We also note that even when the eigenvalues of $\mathcal{L}_{\chi}$ cannot be computed analytically, the cumulants can sometimes be obtained by expanding the characteristic polynomial of $\mathcal{L}_{\chi}$ [109].

For large times, the distribution $P(n, t)$ will often look Gaussian. However, the fact that all cumulants scale with $t$ means that there will be deviations from Gaussianity, which can be observed by looking at the tails of the distribution (usually with a log-scale plot). These so-called large deviations represent a field of study in itself (see, e.g., Ref. [110]).

The asymptotic distribution $P(n, t)$ can be obtained by inverse Fourier transforming Eq. (134), as in Eq. (120):

$$
\begin{equation*}
P(n, t)=\int \frac{d \chi}{2 \pi} e^{-i n \chi} e^{C(\chi) t} \tag{136}
\end{equation*}
$$

We note, however, that this may result in negative probabilities if $t$ is chosen such that the long-time limit is not justified (an example will be given in Fig. 19).

## 1. SCGF for example B

Consider example $B$, a quantum dot coupled to two fermionic reservoirs [cf. Sec. II B 2]. This example is sufficiently simple that the SCGF can be obtained analytically using the vectorization methods that will be discussed in Sec. V. The result is

$$
\begin{equation*}
C(\chi)=-\frac{\gamma_{L}+\gamma_{R}}{2}+\sqrt{\left(\frac{\gamma_{L}+\gamma_{R}}{2}\right)^{2}+\gamma_{L} \gamma_{R}\left[\left(e^{i \chi}-1\right) f_{R} \bar{f}_{L}+\left(e^{-i \chi}-1\right) f_{L} \bar{f}_{R}\right]} \tag{137}
\end{equation*}
$$

where $\bar{f}_{i}=1-f_{i}$. Computing derivatives as in Eq. (133) yields all scaled cumulants. The first is the average current $J$ in Eq. (45). The second is the noise, which in this case reads

$$
\begin{align*}
D= & \frac{\gamma_{L} \gamma_{R}}{\left(\gamma_{L}+\gamma_{R}\right)^{3}}\left[\left(\gamma_{L}+\gamma_{R}\right)^{2}\left(f_{L} \bar{f}_{L}+f_{R} \bar{f}_{R}\right)\right. \\
& \left.+\left(\gamma_{L}^{2}+\gamma_{R}^{2}\right)\left(f_{R}-f_{L}\right)^{2}\right] \tag{138}
\end{align*}
$$

and so on for higher-order cumulants. In studies of electronic transport, the first term of $D$ is usually referred to as thermal noise, as it remains present in equilibrium $\left(f_{L}=f_{R}\right)$ and only vanishes at zero temperature. The second line, which vanishes in equilibrium, is referred to as shot noise [11]. In contrast, in quantum optics, the white noise, $K_{\text {diff }}$, is referred to as shot noise (cf. Sec. III A). In both senses of the term, shot noise arises from the discrete nature of the particles that carry the observed current, i.e., electrons and photons, respectively.

If one tunnel rate is much smaller than the other, the SCGF simplifies considerably and reduces to (choosing $\left.\gamma_{R} \ll \gamma_{L}\right)$

$$
\begin{equation*}
C(\chi)=\gamma_{R}\left[\left(e^{i \chi}-1\right) f_{R} \bar{f}_{L}+\left(e^{-i \chi}-1\right) f_{L} \bar{f}_{R}\right] \tag{139}
\end{equation*}
$$

Note that the largest of the tunnel rates drops out of this expression. This is a general feature of long-time transport statistics: the smallest tunnel rate constitutes a bottleneck for transport and therefore determines the statistics. Before discussing the probability distribution associated with Eq. (139), we consider the regime where $f_{R}=1$ and $f_{L}=0$, which is sometimes called the large-bias regime, as it can be obtained by a large voltage bias across the quantum dot. In this regime, the second term in Eq. (139) vanishes and Eq. (136) reduces to a Poisson distribution:

$$
\begin{align*}
P(n, t) & =\int_{-\pi}^{\pi} \frac{d \chi}{2 \pi} e^{-i n \chi} e^{C(\chi) t} \\
& =e^{-\gamma_{R} t} \int_{-\pi}^{\pi} \frac{d \chi}{2 \pi} e^{-i n \chi} e^{\gamma_{R} t e^{i \chi}} \\
& =e^{-\gamma_{R} t} \sum_{k=0}^{\infty} \frac{\left(\gamma_{R} t\right)^{k}}{k!} \int_{-\pi}^{\pi} \frac{d \chi}{2 \pi} e^{i(k-n) \chi} \\
& =\frac{\left(\gamma_{R} t\right)^{n}}{n!} e^{-\gamma_{R} t} \tag{140}
\end{align*}
$$

Thus, in this regime, the transport can be understood as being mediated by independent tunneling events into the right reservoir (see also Appendix F). The Poisson distribution has the peculiar feature that all (scaled) cumulants are equal; here, $J=\gamma_{R}$.

Outside the regime of $f_{R}=1$ and $f_{L}=0$, the probability distribution corresponding to the SCGF in Eq. (139) still has a closed-form expression, which is given by

$$
\begin{equation*}
P(n, t)=e^{-\gamma_{R} t\left(f_{R} \bar{f}_{L}+f_{L} \bar{f}_{R}\right)}\left(\frac{f_{R} \bar{f}_{L}}{f_{L} \bar{f}_{R}}\right)^{\frac{n}{2}} I_{n}\left(2 \gamma_{R} t \sqrt{f_{L} \bar{f}_{L} f_{R} \bar{f}_{R}}\right) \tag{141}
\end{equation*}
$$

where $I_{n}$ denotes the modified Bessel function of the first kind. This is a bidirectional Poisson distribution [19], which is determined by two rates: the rate for electrons to go from right to left, $\gamma_{R} f_{R} \bar{f}_{L}$, and from left to right, $\gamma_{R} f_{L} \bar{f}_{R}$. Similarly to the Poisson distribution, its cumulants have a peculiar feature: all odd cumulants are equal to the difference of the rates, $J=\gamma_{R}\left(f_{R}-f_{L}\right)$, and all even cumulants are equal to the sum of the rates, $D=\gamma_{R}\left(f_{L} \bar{f}_{R}+f_{R} \bar{f}_{L}\right)$.

## 2. SCGF for quantum diffusion

For $\mathcal{L}_{\chi}$ given in Eq. (124), we can define a new state

$$
\begin{equation*}
\tilde{\rho}_{\chi}(t)=e^{\frac{\chi^{2}}{2} K_{\mathrm{diff}} t} \rho_{\chi}(t) \tag{142}
\end{equation*}
$$

The corresponding generalized QME [Eq. (115)] will be modified to depend on a new tilted Liouvillian

$$
\begin{equation*}
\tilde{\mathcal{L}}_{\chi}=\mathcal{L}+i \chi \mathcal{H} \tag{143}
\end{equation*}
$$

The SCGF $C(\chi)$ of the original process can then be related to the SCGF $\tilde{C}$ associated with $\tilde{\mathcal{L}}_{\chi}$ according to

$$
\begin{equation*}
C(\chi)=-\frac{\chi^{2}}{2} K_{\mathrm{diff}}+\tilde{C}(\chi) \tag{144}
\end{equation*}
$$

The first term is the CGF of a Gaussian variable and will thus simply increase $D$ by $K_{\text {diff }}$ [Eq. (73)]. All other cumulants are determined by $\tilde{C}(\chi)$. Note, though, that despite its simplicity, this term $-\left(\chi^{2} / 2\right) K_{\text {diff }}$ is still crucial, as neglecting it can cause the probability distribution to acquire negative values.

Next, consider Eq. (143) and assume that we have a single jump operator $L$, which is also Hermitian. We will then have

$$
\begin{equation*}
\tilde{\mathcal{L}}_{\chi} \rho=-i[H, \rho]+\mathcal{D}[L] \rho+i \chi \nu\{L, \rho\} \tag{145}
\end{equation*}
$$

We can now imagine a scenario in which the dissipator $\mathcal{D}[L]$ is very small but, because of the weight $v$, the term proportional to $\chi$ is not. This is the case for the Gaussian POVM model $(L=\sqrt{\lambda} Y$ and $\nu=1 /(2 \sqrt{\lambda}))$ when $\lambda$ is very small. In this limit, we can neglect $\mathcal{D}[L]$, which allows us to write down the solution for Eq. (115), leading to

$$
\begin{equation*}
\tilde{M}(\chi, t)=\operatorname{tr}\left\{e^{-i H t+i \frac{\chi}{2} Y t} \rho_{0} e^{i H t+i \frac{\chi}{2} Y t}\right\} \tag{146}
\end{equation*}
$$

where $Y=2 v L$ is the observable being measured. This is the characteristic function that features in the theory of FCS of phase-coherent systems [32,33]. It is well known that it can result in negative probabilities [111-113], which are a consequence of interference effects between different eigenstates of the observable $Y$ [114]. These negativities actually happen because we are omitting the noise term;
the characteristic function $M(\chi, t)=e^{-\chi^{2} \nu^{2} t / 2} \tilde{M}(\chi, t)$ that describes an actual measurement leads to proper physical probabilities. The general tilted Liouvillian in Eq. (124) shows how Eq. (146) can be extended to include measurement noise and imprecision, as well as non-Hermitian jump operators.

As a particular case, if $[H, L]=0$ we can write $\tilde{M}(\chi, t)=\sum_{y} e^{i \chi y} p_{y}$, where $p_{y}=\langle y| \rho_{0}|y\rangle$ and $Y=$ $\sum_{y} y|y\rangle\langle y|$. Plugging $M(\chi, t)=e^{-\chi^{2} v^{2} t / 2} \tilde{M}(\chi, t)$ into Eq. (119) and carrying out the Gaussian integrals yields

$$
\begin{equation*}
P(n, t)=\sum_{y} p_{y} \frac{e^{-\frac{(n-y t)^{2}}{2 v^{2} t}}}{\sqrt{2 \pi v^{2} t}} \tag{147}
\end{equation*}
$$

The charge distribution is therefore a mixture of Gaussians, weighted by $p_{y}$, each with mean $y t$ and variance $v^{2} t=t / 4 \lambda$.

## V. SOLUTION METHODS

## A. Computing $D$ using an auxiliary equation

There is a simple method to compute the noise $D(t)$ [Eq. (87)], which also works away from the steady state and even in driven systems [35]. Let us first write it more explicitly using Eq. (67):

$$
\begin{align*}
D(t)= & K(t)+2 \int_{0}^{t} d \tau\left(\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho(t-\tau)\right\}\right. \\
& -J(t) J(t-\tau)) \tag{148}
\end{align*}
$$

Now define the (traceless) superoperator $\mathcal{G}(\rho):=\mathcal{J} \rho-$ $\rho \operatorname{tr}(\mathcal{J} \rho)$ and an auxiliary variable $\sigma(t)$, which is the solution of

$$
\begin{equation*}
\frac{d \sigma}{d t}=\mathcal{L} \sigma(t)+\mathcal{G}(\rho(t)), \quad \sigma(0)=0 \tag{149}
\end{equation*}
$$

This is similar to the original QME [Eq. (5)] but with an inhomogeneous right-hand side, depending on $\rho(t)$ (the instantaneous true state at time $t$ ). Even though $\mathcal{G}$ is a nonlinear superoperator in $\rho$, this is still a linear equation in $\sigma$. The solution is therefore

$$
\begin{equation*}
\sigma(t)=\int_{0}^{t} d \tau e^{\mathcal{L} \tau} \mathcal{G}(\rho(t-\tau)) \tag{150}
\end{equation*}
$$

One can now readily verify that Eq. (148) can be written as

$$
\begin{equation*}
D(t)=K(t)+2 \operatorname{tr}\{\mathcal{J} \sigma(t)\} \tag{151}
\end{equation*}
$$

Thus, we can obtain $D(t)$ by solving two master equations: the original one, yielding $\rho(t)$, and the auxiliary one, given
by Eq. (150). Note that while $\rho(t)$ affects $\sigma(t)$, the converse is not true. One may therefore view $\sigma(t)$ as a monitoring operator, which register information about $\rho(t)$.

In the steady state, Eq. (149) becomes the algebraic equation

$$
\begin{equation*}
\mathcal{L} \sigma=-\mathcal{G} \rho_{\mathrm{ss}}=-\left[\mathcal{J} \rho_{\mathrm{ss}}-\rho_{\mathrm{ss}} \operatorname{tr}\left(\mathcal{J} \rho_{\mathrm{ss}}\right)\right] \tag{152}
\end{equation*}
$$

Thus, in addition to finding $\rho_{\mathrm{ss}}$, this method only requires solving an algebraic equation. The method also works for driven systems, i.e., when $\mathcal{L}_{t}$ is time dependent. One must simply account for this time dependence when solving both the original QME [Eq. (5)] and the auxiliary equation [Eq. (150)].

## B. Vectorization

One of the difficulties in working with the results developed in Sec. IV is that they always involve superoperators, such as $\mathcal{L}$ and $\mathcal{J}$, which multiply the state both on the left and right. We have already been able to simplify this somewhat by using the convention that $\mathcal{A B} \rho \equiv \mathcal{A}(\mathcal{B}(\rho))$, i.e., superoperators always act on whatever is on the right. This suggests that (linear) superoperators behave like matrices, while $\rho$ behaves like a vector. This connection is made precise by a procedure called vectorization and, as we will see, it leads to a significant simplification of all the formulas. It also makes their numerical computation very efficient.

Vectorization is the operation that maps density matrices to vectors and superoperators to matrices. There are many ways of doing this. The simplest is to stack columns:

$$
\operatorname{vec}\left(\begin{array}{ll}
a & b  \tag{153}\\
c & d
\end{array}\right)=\left(\begin{array}{l}
a \\
c \\
b \\
d
\end{array}\right)
$$

This allows us to write the density matrix as a vector. To make the calculations cleaner, we will use the following two notations interchangeably:

$$
\begin{equation*}
|\rho\rangle\rangle=\operatorname{vec}(\rho) \tag{154}
\end{equation*}
$$

Given any three matrices $A, B$, and $C$, the operation given in Eq. (153) satisfies the following useful property:

$$
\begin{equation*}
\operatorname{vec}(A B C)=\left(C^{\mathrm{T}} \otimes A\right) \operatorname{vec}(B) \tag{155}
\end{equation*}
$$

Note that the right-hand side contains $C^{\mathrm{T}}$ and not $C^{\dagger}$. This happens because vectorization is a basis-dependent operation. Using Eq. (155) we can, e.g., convert

$$
\begin{equation*}
\left.\operatorname{vec}\left(L \rho L^{\dagger}\right)=\left(L^{*} \otimes L\right)|\rho\rangle\right\rangle \tag{156}
\end{equation*}
$$

The result is therefore a bigger matrix, $L^{*} \otimes L$, acting on the vector $|\rho\rangle\rangle$. We can also do the same thing for terms
such as $[H, \rho]$ : we simply write $H \rho=H \rho \mathbb{1}$, where $\mathbb{1}$ is the identity. We then obtain

$$
\begin{equation*}
\left.\operatorname{vec}([H, \rho])=\left(\mathbb{1} \otimes H-H^{\mathrm{T}} \otimes \mathbb{1}\right)|\rho\rangle\right\rangle \tag{157}
\end{equation*}
$$

Our original Liouvillian [Eq. (5)] is therefore mapped into

$$
\begin{align*}
\mathcal{L}= & -i\left(\mathbb{1} \otimes H-H^{\mathrm{T}} \otimes \mathbb{1}\right) \\
& +\sum_{k=1}^{\mathrm{r}}\left[L_{k}^{*} \otimes L_{k}-\frac{1}{2} \mathbb{1} \otimes L_{k}^{\dagger} L_{k}-\frac{1}{2}\left(L_{k}^{\dagger} L_{k}\right)^{\mathrm{T}} \otimes \mathbb{1}\right] \tag{158}
\end{align*}
$$

which is a matrix of size $d^{2}$ (where $d$ is the dimension of the Hilbert space). Sometimes it might be convenient to write the vectorized superoperator with a hat, as $\hat{\mathcal{L}}$. However, as we will see, it is usually clear from the context whether or not the superoperator is vectorized, so for simplicity we will use the same symbol for both.

Vectorization takes $|\psi\rangle\langle\phi| \rightarrow|\phi\rangle^{*} \otimes|\psi\rangle$. Moreover, its inner product coincides with the Hilbert-Schmidt product between operators, $\langle\langle A \mid B\rangle\rangle=\operatorname{tr}\left(A^{\dagger} B\right)$. In particular, the normalization condition becomes

$$
\begin{equation*}
\operatorname{tr}(\rho)=\langle\langle\mathbb{1} \mid \rho\rangle\rangle \tag{159}
\end{equation*}
$$

where $|\mathbb{1}\rangle\rangle=\sum_{i}|i\rangle^{*} \otimes|i\rangle$ is the vectorized identity.
The steady state given in Eq. (7) is now written as

$$
\begin{equation*}
\mathcal{L}\left|\rho_{\mathrm{ss}}\right\rangle=0 \tag{160}
\end{equation*}
$$

In addition, $\mathcal{L}$ is traceless, which means that $\operatorname{tr}\{\mathcal{L}(\rho)\}=0$ for any state $\rho$. In vectorized notation, this can be written as

$$
\begin{equation*}
《 \mathbb{1} \mid \mathcal{L}=0 \tag{161}
\end{equation*}
$$

Equations (160) and (161) are in fact eigenvalueeigenvector equations, with eigenvalue 0 . Since $\mathcal{L}$ is not Hermitian, it will have different left and right eigenvectors for each eigenvalue. Thus, $\left|\rho_{\mathrm{ss}}\right\rangle$ is the right eigenvector of $\mathcal{L}$ with eigenvalue 0 , while $\langle\langle\mathbb{1}|$ is the left eigenvector with the same eigenvalue. More generally, the eigenvalueeigenvector equations will have the form

$$
\begin{equation*}
\left.\left.\mathcal{L}\left|x_{j}\right\rangle\right\rangle=\lambda_{j}\left|x_{j}\right\rangle\right\rangle, \quad\left\langle\left\langle y_{j}\right| \mathcal{L}=\lambda_{j}\left\langle\left\langle y_{j}\right|\right.\right. \tag{162}
\end{equation*}
$$

Since $\mathcal{L}$ is not Hermitian, $\left\langle\left\langle y_{j} \mid \neq\left(\left|x_{j}\right\rangle\right\rangle\right)^{\dagger}\right.$ but they still satisfy

$$
\begin{equation*}
\left\langle\left\langle y_{j} \mid x_{k}\right\rangle\right\rangle=\delta_{j k} \tag{163}
\end{equation*}
$$

We will adopt the convention that $\lambda_{0}=0$, so that $\left.\left|x_{0}\right\rangle\right\rangle=$ $\left.\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle$ and $\left\langle\left\langle y_{0}\right|=\langle\langle\mathbb{1}|\right.$. We also mention that if the eigenvalues $\lambda_{j}$ are complex, they will always come in complexconjugate pairs [115].

The spectrum of the Liouvillian ultimately determines all of the dynamical properties. Because $\mathcal{L}$ is traceless, it always has at least one eigenvalue 0 , which therefore means there is also at least one steady state. Some systems might have multiple steady states (for examples, see Refs. [41,116]). For simplicity, we will always assume that the steady state is unique. As a consequence, all eigenvalues except $\lambda_{0}$ will be nonzero. Another point that we have implicitly assumed above is that $\mathcal{L}$ is in fact diagonalizable, meaning that it has a set of $d^{2}$ linearly independent eigenvectors. Some non-Hermitian matrices might not be [117]. But again, this is rare and we will assume for simplicity that $\mathcal{L}$ is diagonalizable.

With these assumptions, the vectorized Liouvillian can be decomposed as

$$
\begin{equation*}
\left.\mathcal{L}=\sum_{j \neq 0} \lambda_{j}\left|x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right|,\right. \tag{164}
\end{equation*}
$$

where we exclude $j=0$ since $\lambda_{0}=0$. The full set of eigenvectors also satisfies the completeness relation

$$
\begin{equation*}
\left.\left.\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}|+\sum_{j \neq 0}\left|x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right|=\mathbb{1}_{d^{2}}\right. \tag{165}
\end{equation*}
$$

And, finally, the matrix exponential appearing in Eq. (6) can be written as

$$
\begin{equation*}
\left.\left.e^{\mathcal{L} t}=\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\left\langle\langle\mathbb{1}|+\sum_{j \neq 0} e^{\lambda_{j} t} \mid x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right|\right. \tag{166}
\end{equation*}
$$

This is a crucial result, as it completely specifies the dynamics of the system. The imaginary part of the $\lambda_{j}$ gives rise to oscillations. And if the dynamics is stable, we must have $\operatorname{Re}\left(\lambda_{j}\right)<0$, which will cause the second term in Eq. (166) to decay exponentially in time, until eventually all that survives is the first term. In fact, since $\left\langle\left\langle\mathbb{1} \mid \rho_{0}\right\rangle\right\rangle=1$ by normalization, we have that

$$
\begin{equation*}
\left.\left.\left.|\rho(t)\rangle\rangle=e^{\mathcal{L} t}\left|\rho_{0}\right\rangle\right\rangle=\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle+\sum_{j \neq 0} e^{\lambda_{j} t}\left|x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j} \mid \rho_{0}\right\rangle\right\rangle, \tag{167}
\end{equation*}
$$

which tends to $\left.\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle$ when $t \rightarrow \infty$.
Since $\lambda_{0}=0$, the Liouvillian is not invertible. Instead, very often the results can be expressed in terms of the Drazin pseudoinverse, defined as

$$
\begin{equation*}
\left.\mathcal{L}^{+}:=\sum_{j \neq 0} \frac{1}{\lambda_{j}}\left|x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right|\right. \tag{168}
\end{equation*}
$$

i.e., we "invert what we can." The properties of the Drazin inverse are discussed in detail in Appendix L, where we show that it can also be equivalently written as

$$
\begin{equation*}
\left.\mathcal{L}^{+}=-\int_{0}^{\infty} d \tau e^{\mathcal{L} \tau}\left(1-\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}|\right) \tag{169}
\end{equation*}
$$

## C. Computation of fluctuations in vectorized notation

We are now in a position to rewrite all of our main results in terms of the vectorized Liouvillian and its eigenvalues and eigenvectors. The average current Eq. (70) reads

$$
\begin{equation*}
\left.J=\left\langle\langle\mathbb{1}| \mathcal{J} \mid \rho_{\text {ss }}\right\rangle\right\rangle . \tag{170}
\end{equation*}
$$

The steady-state two-point function Eq. (67) becomes, in terms of Eq. (166),

$$
\begin{align*}
F(\tau) & =\delta(\tau) K+\langle\mathbb{1}| \mathcal{J} e^{\mathcal{L}|\tau|} \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle-J^{2}  \tag{171}\\
& \left.\left.=\delta(\tau) K+\sum_{j \neq 0} e^{\lambda_{j}|\tau|}\left\langle\langle\mathbb{1}| \mathcal{J} \mid x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle . \tag{172}
\end{align*}
$$

Note how the first term in Eq. (166) cancels the term $-J^{2}$. Since $\operatorname{Re}\left(\lambda_{j}\right)<0$, we can carry out the Fourier transform and obtain the power spectrum Eq. (76):

$$
\begin{align*}
S(\omega)= & \left.\left.K-2 \sum_{j \neq 0} \frac{\lambda_{j}}{\lambda_{j}^{2}+\omega^{2}}\langle\mathbb{1}| \mathcal{J}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle \\
= & K-\sum_{j \neq 0}\left(\frac{1}{\lambda_{j}-i \omega}+\frac{1}{\lambda_{j}+i \omega}\right) \\
& \left.\left.\times\langle\mathbb{1}| \mathcal{J}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{173}
\end{align*}
$$

This result gives a very clean interpretation for the observed behavior of $S(\omega)$ in, e.g., Fig. 12. Namely, there will be peaks or dips near $\omega=\operatorname{Im}\left(\lambda_{j}\right)$, with the width of the peaks being proportional to $\operatorname{Re}\left(\lambda_{j}\right)$.

We can also write Eq. (173) more compactly as follows. For any $\omega \neq 0$, the matrix $\mathcal{L}^{2}+\omega^{2}$ is invertible and, using Eq. (164), can be written as

$$
\begin{equation*}
\left.\left.\frac{1}{\mathcal{L}^{2}+\omega^{2}}=\frac{1}{\omega^{2}}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}|+\sum_{j \neq 0} \frac{1}{\lambda_{j}^{2}+\omega^{2}}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| . \tag{174}
\end{equation*}
$$

Multiplying this by $\mathcal{L}$ and using Eqs. (160) and (164), we obtain

$$
\begin{equation*}
\left.\frac{\mathcal{L}}{\mathcal{L}^{2}+\omega^{2}}=\sum_{j \neq 0} \frac{\lambda_{j}}{\lambda_{j}^{2}+\omega^{2}}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| . \tag{175}
\end{equation*}
$$

Thus, we see that Eq. (173) can also be written as

$$
\begin{align*}
S(\omega) & \left.=K-2\left\langle\left.\langle\mathbb{1}| \mathcal{J}\left(\frac{\mathcal{L}}{\mathcal{L}^{2}+\omega^{2}}\right) \mathcal{J} \right\rvert\, \rho_{\mathrm{ss}}\right\rangle\right\rangle \\
& \left.=K-\left\langle\left.\langle\mathbb{1}| \mathcal{J}\left(\frac{1}{\mathcal{L}-i \omega}+\frac{1}{\mathcal{L}+i \omega}\right) \mathcal{J} \right\rvert\, \rho_{\mathrm{ss}}\right\rangle\right\rangle . \tag{176}
\end{align*}
$$

Finally, we turn to the noise $D$ in Eq. (88) by taking the limit $\omega \rightarrow 0$. In terms of the Drazin inverse [Eq. (168)], it becomes

$$
\begin{align*}
D & \left.=K-2\langle\mathbb{1}| \mathcal{J} \mathcal{L}^{+} \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle  \tag{177}\\
& \left.\left.=K-2 \sum_{j \neq 0} \frac{1}{\lambda_{j}}\langle\mathbb{1}| \mathcal{J}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle . \tag{178}
\end{align*}
$$

The above results can be used to efficiently compute $S(\omega)$ and $D$. Details on concrete numerical implementations are provided in Appendix M.

## 1. Drazin inverse for example $A$

To illustrate the Drazin inverse, consider example A. For simplicity, we assume that $\bar{N}=\Delta=0$. The vectorized Liouvillian reads

$$
\mathcal{L}=\left(\begin{array}{cccc}
-\gamma & -i \Omega & i \Omega & 0  \tag{179}\\
-i \Omega & -\frac{\gamma}{2}+i \Delta & 0 & i \Omega \\
i \Omega & 0 & -\frac{\gamma}{2}-i \Delta & -i \Omega \\
\gamma & i \Omega & -i \Omega & 0
\end{array}\right) .
$$

Taking the Drazin inverse, using either Eq. (169) or Eq. (168), we obtain

$$
\mathcal{L}^{+}=\left(\begin{array}{cccc}
-\frac{\gamma\left(\gamma^{2}-4 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} & \frac{2 i \Omega}{\gamma^{2}+8 \Omega^{2}} & -\frac{2 i \Omega}{\gamma^{2}+8 \Omega^{2}} & \frac{12 \gamma \Omega^{2}}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}}  \tag{180}\\
\frac{8 i \Omega\left(\gamma^{2}+2 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} & -\frac{\gamma}{\gamma^{2}+8 \Omega^{2}}-\frac{1}{\gamma} & -\frac{8 \Omega^{2}}{\gamma^{3}+8 \gamma \Omega^{2}} & \frac{4 i \Omega\left(\gamma^{2}-4 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} \\
-\frac{8 i \Omega\left(\gamma^{2}+2 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} & -\frac{8 \Omega^{2}}{\gamma^{3}+8 \gamma \Omega^{2}} & -\frac{\gamma}{\gamma^{2}+8 \Omega^{2}}-\frac{1}{\gamma} & -\frac{4 i \Omega\left(\gamma^{2}-4 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} \\
\frac{\gamma\left(\gamma^{2}-4 \Omega^{2}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}} & -\frac{2 i \Omega}{\gamma^{2}+8 \Omega^{2}} & \frac{2 i \Omega}{\gamma^{2}+8 \Omega^{2}} & -\frac{12 \gamma \Omega^{2}}{\left(\gamma^{2}+8 \Omega^{2}\right)^{2}}
\end{array}\right) .
$$

## 2. Power spectrum for quantum jumps with weak dissipation

To gain more intuition on the behavior of $S(\omega)$ for quantum jumps, we consider the case in which the dissipative terms in Eq. (5) are very small. Let $H|n\rangle=E_{n}|n\rangle$ and define $\omega_{n m}=E_{n}-E_{m}$ as the set of all transition (Bohr) frequencies allowed in the system. As shown in Appendix N, the peaks or dips at $\omega \neq 0$ obey the following rules:
(a) position: $\omega \simeq \omega_{n m}$
(b) width: $\gamma_{n m} \simeq-\langle m| \mathcal{L}_{D}(|m\rangle\langle n|)|n\rangle$
(c) height: $g_{n m} \simeq \sum_{k, q} \nu_{k} \nu_{q}\langle m| L_{k}^{\dagger} L_{k}|n\rangle\langle n| L_{q} \rho L_{q}^{\dagger}|m\rangle$
where $\mathcal{L}_{D}=\sum_{k} \mathcal{D}\left[L_{k}\right]$ is the total dissipator of the master equation. If $g_{n m}$ is real, there will either be a peak when $g_{n m}>0$ or a dip when $g_{n m}<0$. If $g_{n m}$ is complex, there will be a peak to the left of $\omega_{n m}$, immediately followed by a dip to the right, or vice versa. Peaks in $S(\omega)$ therefore reflect correlated jumps on that specific transition, while dips reflect anticorrelated jumps. This provides more detail than looking only at $g^{(2)}(0)$ [Sec. III D], as it allows us to address individual transitions. It is important to note that, very often, many of the $g_{n m}$ are zero (for $|n\rangle \neq|m\rangle$ ), so that not all nonzero $\omega_{n m}$ will indeed appear as peaks. In fact, we see that $g_{n m} \propto\langle m| L_{k}^{\dagger} L_{k}|n\rangle$, and in many models $L_{k}^{\dagger} L_{k}$ is diagonal in the eigenbasis of $H$, so that this term vanishes. The existence of peaks and/or dips at $\omega \neq 0$ is therefore conditioned on having jump operators for which $\left[H, L_{k}^{\dagger} L_{k}\right] \neq 0$.

On the other hand, the height and width of the central peak or dip, at $\omega=0$, is more difficult to assess, even in this weak-dissipation limit. The reason is that this peak will be related to the subset of system transition frequencies having $\omega_{n m}=0$ (which include $\omega_{n n}$ but might also include $m \neq n$ when the spectrum is degenerate). Because of the degeneracy of this set, it is not possible in general to evaluate the height and width of the resulting peak. A concrete illustration of all these ideas for the case of example A is given in Appendix N .

## D. Computing cumulants using recursive methods

Different methods exist for computing higher-order cumulants [34,118] of FCS [Sec. IV D]. Here, we discuss the recursive method of Ref. [34], which applies to both Markovian and non-Markovian counting statistics for arbitrary measurement processes. We will not cover the derivation in detail but, rather, we will outline the main results for the Markovian case.

Consider the tilted Liouvillian $\mathcal{L}_{\chi}$ of Eq. (116). We can recast it in terms of the unperturbed Liouvillian $\mathcal{L}$ plus some perturbation $\delta \mathcal{L}_{\chi}$,

$$
\begin{equation*}
\mathcal{L}_{\chi}=\mathcal{L}+\delta \mathcal{L}_{\chi} \tag{181}
\end{equation*}
$$

where $\delta \mathcal{L}_{\chi}$ vanishes smoothly as $\chi \rightarrow 0$. Following in a similar spirit to Sec . V B on vectorization, we will define a new set of perturbed eigenvalues and left and right eigenvectors of the tilted Liouvillian using the vectorization introduced in Sec. V B:

$$
\begin{equation*}
\left.\left.\mathcal{L}_{\chi}\left|x_{i}(\chi)\right\rangle\right\rangle=\lambda_{i}(\chi)\left|x_{i}(\chi)\right\rangle\right\rangle, \tag{182}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle\left\langle y_{i}(\chi)\right| \mathcal{L}_{\chi}=\left\langle\left\langle y_{i}(\chi)\right| \lambda_{i}(\chi)\right.\right. \tag{183}
\end{equation*}
$$

which, in the limit of $\chi=0$, recover the eigenvectors and eigenvalues of the unperturbed Liouvillian $\mathcal{L}$. We are primarily interested in the largest eigenvalue $\lambda_{0}(\chi)$

$$
\begin{equation*}
\left.\left.\mathcal{L}_{\chi}\left|\rho_{\mathrm{ss}}(\chi)\right\rangle\right\rangle=\lambda_{0}(\chi)\left|\rho_{\mathrm{ss}}(\chi)\right\rangle\right\rangle \tag{184}
\end{equation*}
$$

which is such that $\lambda_{0}(0)=0$. The key insight of Ref. [34] is to perform a Taylor expansion around $\chi=0$ of the eigenvalue $\lambda_{0}(\chi)$, the right eigenvector $\left.\left|\rho_{\mathrm{ss}}(\chi)\right\rangle\right\rangle$, and the perturbation $\delta \mathcal{L}_{\chi}$

$$
\begin{align*}
\lambda_{0}(\chi) & \left.=\sum_{n=1}^{\infty} \frac{(i \chi)^{n}}{n!}\left\langle I^{n}\right\rangle\right\rangle, \\
\left.\left|\rho_{\mathrm{ss}}(\chi)\right\rangle\right\rangle & =\sum_{n=0}^{\infty} \frac{(i \chi)^{n}}{n!}\left|\rho_{\mathrm{ss}}^{(n)}\right\rangle,  \tag{185}\\
\delta \mathcal{L}_{\chi} & =\sum_{n=1}^{\infty} \frac{(i \chi)^{n}}{n!} \mathcal{L}^{(n)},
\end{align*}
$$

where $\left\langle\left\langle I^{n}\right\rangle\right\rangle$ are the steady-state scaled cumulants of the current and $\left.\left.\left|\rho_{\mathrm{ss}}^{(0)}\right\rangle\right\rangle=\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle$ is the ( $\chi$-independent) steady state. This permits one to define a recursion relation for cumulants,

$$
\begin{equation*}
\left.\left\langle\left\langle I^{n}\right\rangle\right\rangle=\sum_{m=1}^{n}\binom{n}{m}\left\langle\langle\mathbb{1}| \mathcal{L}^{(m)} \mid \rho_{\mathrm{ss}}^{(n-m)}\right\rangle\right\rangle, \tag{186}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\left.\left|\rho_{\mathrm{ss}}^{(n)}\right\rangle\right\rangle=\mathcal{L}^{+} \sum_{m=1}^{n}\binom{n}{m}\left(\left\langle\left\langle I^{m}\right\rangle\right\rangle-\mathcal{L}^{(m)}\right)\left|\rho_{\mathrm{ss}}^{(n-m)}\right\rangle\right\rangle \tag{187}
\end{equation*}
$$

To showcase how this can be implemented, we will now compute the first and second cumulants in general as

$$
\begin{align*}
\langle\langle I\rangle\rangle & =\left\langle\langle\mathbb{1}| \mathcal{L}^{(1)} \mid \rho_{\mathrm{ss}}\right\rangle  \tag{188}\\
\left\langle\left\langle I^{2}\right\rangle\right\rangle & \left.\left.=\left\langle\langle\mathbb{1}| \mathcal{L}^{(2)} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle-2\left\langle\langle\mathbb{1}| \mathcal{L}^{(1)} \mathcal{L}^{+} \mathcal{L}^{(1)} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{189}
\end{align*}
$$

where we have used the fact that $\left.\left\langle\langle 0| \mathcal{L}^{+}=\mathcal{L}^{+} \mid \rho_{\text {ss }}\right\rangle\right\rangle=0$ (for more details, see Appendix L).

Given these results, it is straightforward to check whether these two definitions agree with our description of continuous quantum jump measurements. To do this, we can recast Eq. (116) into unperturbed and perturbed parts using vectorized notation, where the perturbation is given by

$$
\begin{equation*}
\delta \mathcal{L}_{\chi}=\sum_{k}\left(e^{i \chi \nu_{k}}-1\right) L_{k}^{*} \otimes L_{k} \tag{190}
\end{equation*}
$$

One can easily show that

$$
\begin{equation*}
\mathcal{L}^{(n)}=\sum_{k} v_{k}^{n} L_{k}^{*} \otimes L_{k} \tag{191}
\end{equation*}
$$

and thus the first two terms are directly related to those in Eq. (117) and Eq. (118):

$$
\begin{equation*}
\mathcal{L}^{(1)}=-i \mathcal{L}^{\prime}, \quad \mathcal{L}^{(2)}=-\mathcal{L}^{\prime \prime} \tag{192}
\end{equation*}
$$

Plugging these two expressions into Eqs. (188) and (189), we obtain

$$
\begin{gather*}
\left.\langle I I\rangle=\langle\mathbb{1}| \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle=J,  \tag{193}\\
\left.\left\langle I^{2}\right\rangle\right\rangle=K-2\langle\mathbb{1}| \mathcal{J} \mathcal{L}^{+} \mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle=D . \tag{194}
\end{gather*}
$$

which agree with Eqs. (170) and (177), respectively.
We can also use this method to compute the first two moments of the tilted Liouvillian Eq. (124) for quantum diffusion, as has been considered above in Sec. (IV B). In this example, the perturbed part of the Liouvillian corresponds to

$$
\begin{equation*}
\delta \mathcal{L}_{\chi}=i \chi \mathcal{H}-\frac{\chi^{2}}{2} K_{\mathrm{diff}} \tag{195}
\end{equation*}
$$

then $\mathcal{L}^{(1)}=\mathcal{H}$ and $\mathcal{L}^{(2)}=K_{\text {diff }}$, which, plugging back into our expressions, leads to the first two cumulants

$$
\begin{gather*}
\left.\left\langle\left\langle I_{\text {diff }}\right\rangle\right\rangle=\langle\mathbb{1}| \mathcal{H}\left|\rho_{\text {ss }}\right\rangle\right\rangle=J_{\text {diff }}  \tag{196}\\
\left\langle\left\langle I_{\text {diff }}^{2}\right\rangle\right\rangle=K_{\text {diff }}-2\langle\mathbb{1}| \mathcal{H} \mathcal{L}^{+} \mathcal{H}\left|\rho_{\text {ss }}\right\rangle=D_{\text {diff }} . \tag{197}
\end{gather*}
$$

## E. Computing probability distributions using the saddle-point approximation

In most scenarios, no analytical expression for the distribution $P(n, t)$ can be found (for exceptions, see Sec. IV D 1). The saddle-point approximation [119,120] provides a simple-to-evaluate approximation to $P(n, t)$ if the cumulant generating function is known. To derive the
probability distribution in the saddle-point approximation, we write

$$
\begin{equation*}
P(n, t)=\int_{-R}^{R} \frac{d \chi}{2 \pi} e^{-i n \chi+C(\chi, t)}=\int_{-i R}^{i R} \frac{d z}{2 \pi i} e^{-n z+C(-i z, t)} \tag{198}
\end{equation*}
$$

where $R \rightarrow \infty$ for continuous distributions and $R=\pi$ for discrete ones.

To obtain the saddle-point approximation, we deform the path of integration such that it passes a saddle point of the function

$$
\begin{equation*}
g(z)=C(-i z, t)-n z \tag{199}
\end{equation*}
$$

along the path of steepest descent, i.e., where $\operatorname{Re}[g(z)]$ decreases fastest. After this deformation, the integral in Eq. (198) is dominated by the neighborhood around the saddle point. This is justified in the long-time limit, where both $C(\chi, t)$ and the relevant $n$ scale linearly in time. The integrand in Eq. (198) is then exponentially suppressed away from the saddle point. To employ the saddle-point approximation, we thus need to find the saddle point, as well as the path of steepest descent.

To find the saddle point, we note that at a saddle point, the derivative of $g(z)$ vanishes. This results in the saddlepoint equation

$$
\begin{equation*}
\left.\partial_{z} C(-i z, t)\right|_{z=k}=-\left.i \partial_{\chi} C(\chi, t)\right|_{\chi=-i k}=n, \tag{200}
\end{equation*}
$$

where we denote by $k$ the value for $z$ at the saddle point. In Ref. [119], it is proven that the saddle-point equation has a unique solution $k$ that is real (note that $C(-i z, t)$ is real for $z$ real).

To find the path of steepest descent, we approximate $g(z)$ around the saddle point by its second-order Taylor expansion,

$$
\begin{equation*}
g(z) \simeq g(k)-\left.\frac{1}{2} \partial_{\chi}^{2} C(\chi, t)\right|_{\chi=-i k}(z-k)^{2} . \tag{201}
\end{equation*}
$$

From the definition of $C(\chi, t)$ in Eq. (133), we find that

$$
\begin{align*}
& \left.\partial_{\chi}^{2} C(\chi, t)\right|_{\chi=-i k} \\
& \quad=-\frac{E\left[N^{2}(t) e^{k N(t)}\right] E\left[e^{k N(t)}\right]-E\left[N(t) e^{k N(t)}\right]^{2}}{E\left[e^{k N(t)}\right]^{2}} \leq 0, \tag{202}
\end{align*}
$$

where the inequality holds for real $k$ and follows from the Cauchy-Schwarz inequality. From Eqs. (201) and (202), we can infer that the path of steepest descent corresponds to $z-k$ being purely imaginary. Close to the saddle point, the path of steepest descent may therefore be parametrized as $z=k+i s$ with $s$ real.

In the saddle-point approximation, the integral in Eq. (198) is thus approximated as

$$
\begin{align*}
P(n, t) & \simeq e^{-n k+C(-i k, t)} \int_{-\infty}^{\infty} d s e^{-\frac{1}{2}\left|C^{\prime \prime}(-i k, t)\right| s^{2}} \\
& =\frac{1}{\sqrt{2 \pi\left|C^{\prime \prime}(-i k, t)\right|}} e^{-n k+C(-i k, t)} \tag{203}
\end{align*}
$$

where $k$ is obtained by solving Eq. (200). Extending the range of the integral in the last expression is justified when the integral is indeed dominated by the neighborhood around the saddle point, i.e., values of $s$ close to zero. This is the case in the long-time limit, where $C(\chi, t) \propto t$. We note that the saddle-point approximation does not guarantee normalized probability distributions. If desired, the distribution can be normalized after performing the approximation.

We further note that whenever the saddle-point approximation is justified, it implies a large-deviation principle as

$$
\begin{equation*}
-\lim _{t \rightarrow \infty} \frac{1}{t} \ln P(n, t)=k \frac{n}{t}-C(-i k) \tag{204}
\end{equation*}
$$

where $C(\chi)$ denotes the SCGF [cf. Eq. (135)].

## 1. Saddle-point approximation for example B

As an illustration of the saddle-point approximation, we consider a quantum dot coupled to two fermionic reservoirs [cf. Sec. II B 2] in the long-time limit. The SCGF for this system is given in Eq. (137). For simplicity, here we consider the case $\gamma_{L}=\gamma_{R}=\gamma$ and the large-bias limit, i.e., $f_{R}=1$ and $f_{L}=0$. In this case, the SCGF reduces to

$$
\begin{equation*}
C(\chi)=\gamma\left(e^{i \chi / 2}-1\right), \quad \text { for }-\pi \leq \chi<\pi \tag{205}
\end{equation*}
$$

We note that $C(\chi)$ is periodic in $\chi$, with period $2 \pi$. However, for $\pi \leq \chi<2 \pi$, the right-hand side of Eq. (205) does not correspond to the root of Eq. (137) with the largest real part. For this scenario, the integral in Eq. (198), with $R=\pi$, can be expressed in closed form as

$$
\begin{align*}
P(n, t)= & e^{-\gamma t}\left[\frac{(\gamma t)^{2 n}}{(2 n)!}-\frac{2 \gamma t(-1)^{n}}{(2 n-1) \pi}\right. \\
& \left.\times{ }_{1} F_{2}\left(\frac{1}{2}-n ; \frac{3}{2}, \frac{3}{2}-n ;-\frac{(\gamma t)^{2}}{4}\right)\right] \tag{206}
\end{align*}
$$

where ${ }_{1} F_{2}$ denotes a generalized hypergeometric function.
A much nicer expression can be obtained using the saddle-point approximation. From the saddle-point equation in Eq. (200), we find the saddle point to be located at $k=2 \ln 2 n / \gamma t$. Equation (203) then results in the


FIG. 19. The FCS probability distribution for example B (Sec. II B 2). The solution (solid line) given by Eq. (206) is compared to the saddle-point approximation (dashed line) given by Eq. (207) for $n=1,2$, and 6 (red, blue, and green), respectively. For early times, the solution in Eq. (206) has negative values, which is an artifact of the long-time limit taken to derive the SCGF in Eq. (137). For later times (i.e., $\gamma t \gg 1$ ), we find excellent agreement between the two methods.
probability distribution in the saddle-point approximation:

$$
\begin{equation*}
P(n, t) \simeq \frac{e^{2 n-\gamma t}}{\sqrt{n \pi}}\left(\frac{\gamma t}{2 n}\right)^{2 n} \tag{207}
\end{equation*}
$$

A comparison between Eqs. (206) and (207) is shown in Fig. 19.

## F. Gaussian processes

When considering systems of bosons or fermions, we can find compact closed formulas for $J, F(\tau), S(\omega)$, and $D$ for the particular case in which the states and processes involved are Gaussian. These formulas only depend on matrices that are of size at most $2 N$, where $N$ is the number of modes. Hence they can be used efficiently, even for complex configurations involving multiple modes. To provide a unified description of bosons and fermions, we consider a system described by $N$ annihilation operators $b_{i}$, which can be either bosonic $\left(\left[b_{i}, b_{j}^{\dagger}\right]=\delta_{i j}\right)$ or fermionic $\left(\left\{b_{i}, b_{j}^{\dagger}\right\}=\delta_{i j}\right)$. Throughout, when we write $\pm$, the upper sign is for bosons and the lower for fermions.

We study a general Gaussian dynamics given by the Liouvillian

$$
\begin{equation*}
\mathcal{L} \rho=-i[H, \rho]+\sum_{i}\left\{\gamma_{i}^{-} \mathcal{D}\left[b_{i}\right] \rho+\gamma_{i}^{+} \mathcal{D}\left[b_{i}^{\dagger}\right] \rho\right\} \tag{208}
\end{equation*}
$$

where

$$
\begin{align*}
H= & \sum_{i, j}\left\{A_{i j} b_{i}^{\dagger} b_{j}+\frac{1}{2}\left(B_{i j} b_{i}^{\dagger} b_{j}^{\dagger}+B_{i j}^{*} b_{j} b_{i}\right)\right\} \\
& +\sum_{i}\left(\epsilon_{i} b_{i}^{\dagger}+\epsilon_{i}^{*} b_{i}\right) \tag{209}
\end{align*}
$$

with matrices $A=A^{\dagger}$ and $B= \pm B^{\mathrm{T}}$ and a vector $\boldsymbol{\epsilon}$. For fermions, one must set $\epsilon_{i} \equiv 0$ due to parity conservation [44, 121]. The factors proportional to $B$ are called squeezing terms in the context of bosons and pairing terms for fermions.

The general jump operator $\mathcal{J}$ in Eq. (69) is now parametrized as

$$
\begin{equation*}
\mathcal{J} \rho=\sum_{i}\left\{v_{i}^{-} \gamma_{i}^{-} b_{i} \rho b_{i}^{\dagger}+v_{i}^{+} \gamma_{i}^{+} b_{i}^{\dagger} \rho b_{i}\right\} \tag{210}
\end{equation*}
$$

with weights $v_{i}^{-}$associated with the extraction of particles $\left(b_{i} \rho b_{i}^{\dagger}\right)$, and $v_{i}^{+}$associated with injection $\left(b_{i}^{\dagger} \rho b_{i}\right)$. Similarly, the general diffusion superoperator Eq. (74) reads

$$
\begin{align*}
\mathcal{H} \rho= & \sum_{i}\left[v_{i}^{-} \sqrt{\gamma_{i}^{-}}\left(e^{-i \phi_{i}^{-}} b_{i} \rho+e^{i \phi_{i}^{-}} \rho b_{i}^{\dagger}\right)\right. \\
& \left.+v_{i}^{+} \sqrt{\gamma_{i}^{+}}\left(e^{-i \phi_{i}^{+}} b_{i}^{\dagger} \rho+e^{i \phi_{i}^{+}} \rho b_{i}\right)\right] \tag{211}
\end{align*}
$$

with possibly different angles $\phi_{i}^{-}$and $\phi_{i}^{+}$for each channel. In practice, though, one will generally have $\phi_{i}^{+}=-\phi_{i}^{-}$.

The formulas for quantum diffusion and quantum jumps will be provided in Secs. V F 1 and V F 2. Before that, however, we must first introduce the notions of the covariance matrix and the Lyapunov equation.

Gaussian systems are fully characterized by the first and second moments of the operators $b_{i}$. When $B=0$, the entire process can be modeled more simply in terms of a vector of means $\boldsymbol{\mu}=\left(\left\langle b_{1}\right\rangle, \ldots,\left\langle b_{N}\right\rangle\right)$ and a $N \times N$ covariance matrix (sometimes also called the "correlation matrix"):

$$
\begin{equation*}
C_{i j}=\left\langle b_{j}^{\dagger} b_{i}\right\rangle-\left\langle b_{j}^{\dagger}\right\rangle\left\langle b_{i}\right\rangle . \tag{212}
\end{equation*}
$$

Using the Liouvillian given in Eq. (208), one can show that the vector of means evolves as

$$
\begin{equation*}
\frac{d \boldsymbol{\mu}}{d t}=-W \boldsymbol{\mu}-i \boldsymbol{\epsilon} \tag{213}
\end{equation*}
$$

where

$$
\begin{equation*}
W=i A+\frac{1}{2} \Gamma, \quad \Gamma=\left(\gamma_{-} \mp \gamma_{+}\right) \tag{214}
\end{equation*}
$$

Here, $\gamma_{ \pm}$are diagonal matrices with entries $\gamma_{i}^{ \pm}$. The steady-state solution of Eq. (213) is $\boldsymbol{\mu}=-i W^{-1} \boldsymbol{\epsilon}$, while for fermions $\boldsymbol{\mu} \equiv 0$ at all times. The covariance matrix, on the other hand, evolves according to the Lyapunov
equation

$$
\begin{equation*}
\frac{d C}{d t}=-\left(W C+C W^{\dagger}\right)+\gamma_{+} \tag{215}
\end{equation*}
$$

At the steady state, this reduces to the algebraic equation

$$
\begin{equation*}
W C+C W^{\dagger}=\gamma_{+} \tag{216}
\end{equation*}
$$

Using the vectorization ideas from Sec. VB, we can write this as $\left.\left.\left(\mathbb{I} \otimes W+W^{*} \otimes \mathbb{I}\right)|C\rangle\right\rangle=\left|\gamma_{+}\right\rangle\right\rangle$, which shows that a Lyapunov equation is just a linear equation (of the form $A x=b$ ) for the vector $|C\rangle\rangle$. In practice, there are more efficient solvers for the Lyapunov equation, which can be found in most numerical libraries.

When $B \neq 0$, we also require correlations of the form $\left\langle b_{i} b_{j}\right\rangle$. To handle this, it is convenient to introduce the Hermitian operators

$$
\begin{equation*}
q_{i}=\frac{1}{\sqrt{2}}\left(b_{i}+b_{i}^{\dagger}\right), \quad p_{i}=\frac{i}{\sqrt{2}}\left(b_{i}^{\dagger}-b_{i}\right) \tag{217}
\end{equation*}
$$

For bosons, these are called quadratures, while for fermions, they are called Majorana operators. It is important to bear in mind that different authors sometimes define them with other prefactors, such as $1 / 2$ or 1 . We use this definition so that they look as similar as possible to the original position and momentum operators.

We define a vector of Hermitian operators, $\boldsymbol{R}=$ $\left(q_{1}, \ldots, q_{N}, p_{1}, \ldots, p_{N}\right)$. The mean vector is written as $\boldsymbol{r}=$ $\langle\boldsymbol{R}\rangle$ and is now real by construction. It can be related to $\boldsymbol{\mu}=\left(\left\langle b_{1}\right\rangle, \ldots,\left\langle b_{N}\right\rangle\right)$ as

$$
\boldsymbol{r}=\left(\varphi \otimes \mathbb{1}_{N}\right)\binom{\boldsymbol{\mu}}{\boldsymbol{\mu}^{*}}, \quad \varphi=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{218}\\
-i & i
\end{array}\right) .
$$

Here and henceforth, we will often use matrices such as $\varphi \otimes \mathbb{1}_{N}$, mixing a $2 \times 2$ matrix with a $N \times N$ one. This is based on the ordering of the operators in $\boldsymbol{R}=$ $\left(q_{1}, \ldots, q_{N}, p_{1}, \ldots, p_{N}\right)$. Sometimes it is more convenient to order them as $\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)$. For this case, one simply needs to change the matrices to $\mathbb{1}_{N} \otimes \varphi$.

The operators $\boldsymbol{R}$ satisfy a canonical algebra that can be written compactly as

$$
\begin{equation*}
\left[R_{i}, R_{j}\right]_{\mp}=R_{i} R_{j} \mp R_{j} R_{i}=i \Omega_{i j} \tag{219}
\end{equation*}
$$

where, for bosons $\Omega=\left(i \sigma_{y}\right) \otimes \mathbb{1}_{N}$, which is known as the symplectic form, whereas for fermions, $\Omega=-i \mathbb{1}_{2 N}$. The covariance matrix is now a $2 N \times 2 N$ matrix and can be
defined as [122]

$$
\begin{align*}
\Theta_{i j}= & \frac{1}{2}\left\langle\left[R_{i}, R_{j}\right]_{ \pm}\right\rangle-\left\langle R_{i}\right\rangle\left\langle R_{j}\right\rangle=\frac{i}{2} \Omega_{i j} \pm\left\langle R_{j} R_{i}\right\rangle \\
& -\left\langle R_{i}\right\rangle\left\langle R_{j}\right\rangle \tag{220}
\end{align*}
$$

Moreover, the Hamiltonian given in Eq. (209) can be written as

$$
\begin{equation*}
H=\frac{1}{2} \boldsymbol{R}^{\mathrm{T}} \mathbb{H} \boldsymbol{R}+\boldsymbol{R}^{\mathrm{T}} \boldsymbol{f} \tag{221}
\end{equation*}
$$

where $\boldsymbol{f}=\left(\varphi \otimes \mathbb{1}_{N}\right)\left(\boldsymbol{\epsilon}, \boldsymbol{\epsilon}^{*}\right)$ and

$$
\begin{align*}
\mathbb{H}= & \frac{1}{2}\left\{\mathbb{1}_{2} \otimes\left(A \pm A^{\mathrm{T}}\right)+\sigma_{z} \otimes\left(B \pm B^{*}\right)\right. \\
& \left. \pm \sigma_{y} \otimes\left(A^{\mathrm{T}} \mp A\right)-i \sigma_{x} \otimes\left(B \mp B^{*}\right)\right\} . \tag{222}
\end{align*}
$$

The vector of means $\boldsymbol{r}$ evolves according to

$$
\begin{equation*}
\frac{d \boldsymbol{r}}{d t}=-\mathcal{W} \boldsymbol{r}+\Omega \boldsymbol{f} \tag{223}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{W}=-\Omega \mathbb{H}+\frac{1}{2} \mathbb{1}_{2} \otimes \Gamma \tag{224}
\end{equation*}
$$

It is also worth noting that even though $\mathbb{H}$ differs for bosons and fermions, it turns out that $\Omega \mathbb{H}$ looks exactly the same:

$$
\begin{align*}
\Omega \mathbb{H}= & -\frac{i}{2}\left[I_{2} \otimes\left(A-A^{\mathrm{T}}\right)-\sigma_{y} \otimes\left(A+A^{\mathrm{T}}\right)\right. \\
& \left.-i \sigma_{x} \otimes\left(B+B^{*}\right)+\sigma_{z} \otimes\left(B-B^{*}\right)\right] \tag{225}
\end{align*}
$$

The covariance matrix again evolves according to a Lyapunov equation, which now reads

$$
\begin{equation*}
\frac{d \Theta}{d t}=-\left(\mathcal{W} \Theta+\Theta \mathcal{W}^{\dagger}\right)+\Upsilon \tag{226}
\end{equation*}
$$

where $\Upsilon=\frac{1}{2} \mathbb{1}_{2} \otimes\left(\gamma_{+}+\gamma_{-}\right)$for bosons and $\Upsilon=$ $-\frac{1}{2} \sigma_{y} \otimes\left(\gamma_{-}-\gamma_{+}\right)$for fermions.

In the upcoming sections, we provide the formulas for $J, F(\tau), S(\omega)$, and $D$. We will give them in terms of $2 N \times$ $2 N$ matrices like $\Theta$. This is not only more general but, as it turns out, the result is also simpler and more transparent. We start with quantum diffusion, as this involves only twooperator correlation functions, which are easier to handle. We then move on to quantum jumps in Sec. V F 2.

We also mention here the connection with stochastic quantum trajectories. For bosons, quantum jumps are not Gaussian preserving because $b_{i} \rho b_{i}^{\dagger}$ breaks Gaussianity. This does not mean that we cannot compute $J, F(\tau), S(\omega)$,
and $D$, of course. All it means is that we cannot use Gaussian techniques to model the stochastic trajectories. Bosonic diffusion, on the other hand, is Gaussian, and a beautiful framework exists for describing the stochastic trajectories solely in terms of covariance matrices. For the interested reader, we recommend Ref. [123]. The case of fermions is almost the opposite. For quantum diffusion with fermions, it is impossible to measure $\left\langle b_{i}\right\rangle$ due to parity conservation. One could, of course, study the diffusive unraveling with jump operators such as $b_{i}^{\dagger} b_{i}$ but the resulting dynamics is no longer Gaussian. However, and somewhat surprisingly, quantum jump trajectories with fermions are Gaussian preserving. This is because all fermionic Fock states are actually Gaussian [124].

## 1. Quantum diffusion

As argued above, Gaussian quantum diffusion only make sense for bosons. Define a diagonal matrix $V$ with entries

$$
\begin{align*}
V_{i i} & =\frac{1}{\sqrt{2}}\left(e^{-i \phi_{i}^{-}} v_{i}^{-} \sqrt{\gamma_{i}^{-}}+e^{-i \phi_{i}^{+}} v_{i}^{+} \sqrt{\gamma_{i}^{+}}\right), \\
V_{i+N, i+N} & =\frac{i}{\sqrt{2}}\left(e^{-i \phi_{i}^{-}} v_{i}^{-} \sqrt{\gamma_{i}^{-}}-e^{-i \phi_{i}^{+}} v_{i}^{+} \sqrt{\gamma_{i}^{+}}\right), \tag{227}
\end{align*}
$$

for $i=1, \ldots, N$. Moreover, define a vector $\boldsymbol{o}=(1, \ldots, 1)$, of length $2 N$. In terms of the quadrature or Majorana operators Eq. (217) and their vector $\boldsymbol{R}$, we can rewrite the diffusion superoperator given in Eq. (211) as

$$
\begin{equation*}
\mathcal{H} \rho=\sum_{i=1}^{2 N}\left(V_{i i} R_{i} \rho+\rho R_{i} V_{i i}^{*}\right) \tag{228}
\end{equation*}
$$

From this, it readily follows that the average diffusive current is

$$
\begin{equation*}
J_{\mathrm{diff}}=\operatorname{tr}\{\mathcal{H} \rho\}=\boldsymbol{o}^{\mathrm{T}}\left(V+V^{*}\right) \boldsymbol{r} \tag{229}
\end{equation*}
$$

Next, we compute the two-point correlation function $F_{\text {diff }}(\tau)$ in Eq. (72). Using the language of the QRT, developed in Sec. III D, we can write the relevant term in $F_{\text {diff }}(\tau)$ as

$$
\begin{align*}
\operatorname{tr}\left\{\mathcal{H} e^{\mathcal{L} \tau} \mathcal{H} \rho\right\}= & \sum_{i j}\left(V_{i i}+V_{i i}^{*}\right) \\
& \times\left[V_{i j}\left\langle R_{i}(\tau) R_{j}\right\rangle+V_{j j}^{*}\left\langle R_{j} R_{i}(\tau)\right\rangle\right] \tag{230}
\end{align*}
$$

We therefore require the two-operator correlation functions for the $\boldsymbol{R}$ operators. We develop these expressions
in Appendix P. Focusing on steady states, the results are

$$
\begin{align*}
\left\langle R_{j}(t) R_{i}(t+\tau)\right\rangle & =\left[ \pm G(\tau) \tilde{\Theta}+\boldsymbol{r r}^{\mathrm{T}}\right]_{i j}  \tag{231}\\
\left\langle R_{j}(t+\tau) R_{i}(t)\right\rangle & =\left[ \pm \tilde{\Theta} G^{\dagger}(\tau)+\boldsymbol{r} \boldsymbol{r}^{\mathrm{T}}\right]_{i j}
\end{align*}
$$

where $\tilde{\Theta}=\Theta-i \Omega / 2$ and $G(\tau)=e^{-\mathcal{W} \tau}$ is the propagator for the model in question. The plus or minus signs here again refer to bosons and fermions (we write the results for fermions because we will also need them in the quantum jump case). Using these results, we arrive, after some simplifications, at

$$
\begin{equation*}
F_{\mathrm{diff}}(\tau)=\delta(\tau) K_{\mathrm{diff}}+2 \operatorname{Re}\left(\boldsymbol{o}^{\mathrm{T}}\left(V+V^{*}\right) G(\tau) \tilde{\Theta} V^{*} \boldsymbol{o}\right) \tag{232}
\end{equation*}
$$

where $K_{\text {diff }}=\sum_{k}\left(v_{k}^{-}\right)^{2}+\left(v_{k}^{+}\right)^{2}$. The time dependence of the two-point function is therefore dictated entirely by the matrix $G(\tau)$, which is weighted by both the covariance matrix $\Theta$ of the system as well as the matrix $V$ [Eq. (227)] describing the $\nu_{i}^{ \pm}$.
From $F_{\text {diff }}$, we compute the power spectrum $S_{\text {diff }}(\omega)=$ $\int_{0}^{\infty} d \tau\left(e^{i \omega \tau}+e^{-i \omega \tau}\right) F_{\text {diff }}(\tau)$ [Eq. (76)]. Since the only $\tau$ dependence is in $G(\tau)$, all we need is to employ the transformation

$$
\begin{equation*}
\int_{0}^{\infty} d \tau\left(e^{i \omega \tau}+e^{-i \omega \tau}\right) e^{-\mathcal{W} \tau}=\frac{2 \mathcal{W}}{\mathcal{W}^{2}+\omega^{2}} \tag{233}
\end{equation*}
$$

We then arrive at

$$
\begin{equation*}
S_{\mathrm{diff}}(\omega)=K_{\mathrm{diff}}+4 \operatorname{Re}\left(\boldsymbol{o}^{\mathrm{T}}\left(V+V^{*}\right) \frac{\mathcal{W}}{\mathcal{W}^{2}+\omega^{2}} \tilde{\Theta} V^{*} \boldsymbol{o}\right) \tag{234}
\end{equation*}
$$

Setting $\omega=0$ yields the noise in Eq. (88)

$$
\begin{equation*}
D_{\mathrm{diff}}=K_{\mathrm{diff}}+4 \operatorname{Re}\left(\boldsymbol{o}^{\mathrm{T}}\left(V+V^{*}\right) \mathcal{W}^{-1} \tilde{\Theta} V^{*} \boldsymbol{o}\right) \tag{235}
\end{equation*}
$$

## 2. Quantum jumps

For quantum jumps, we start by rewriting the jump operator given in Eq. (210) as

$$
\begin{equation*}
\mathcal{J} \rho=\sum_{i, j} V_{j i} R_{i} \rho R_{j}, \tag{236}
\end{equation*}
$$

where we have defined a new $V$ matrix,

$$
\begin{equation*}
V=\frac{1}{2} \mathbb{1}_{2} \otimes\left(v_{+} \gamma_{+}+v_{-} \gamma_{-}\right)+\frac{1}{2} \sigma_{y} \otimes\left(v_{+} \gamma_{+}-v_{-} \gamma_{-}\right) . \tag{237}
\end{equation*}
$$

[We use the same notation $V$ as in Eq. (227) to emphasize how these two matrices play similar roles, despite being
different.] The average current again readily follows:

$$
\begin{equation*}
J=\operatorname{tr}(\mathcal{J} \rho)=\sum_{i, j} V_{j i}\left\langle R_{j} R_{i}\right\rangle= \pm \operatorname{tr}(V \tilde{\Theta})+\boldsymbol{r}^{\mathrm{T}} V \boldsymbol{r} . \tag{238}
\end{equation*}
$$

The relevant part of the two-point function given in Eq. (67) will now take the form
$\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho\right\}=\sum_{i, j, k, \ell} V_{j i} V_{\ell k}\left\langle R_{\ell}(t) R_{j}(t+\tau) R_{i}(t+\tau) R_{k}(t)\right\rangle$.

We thus now need a four-operator correlation function. For Gaussian states, we can do this using Wick's theorem [125]. Let $R_{i}$ denote operators that are arbitrary linear combinations of the $b$ and $b^{\dagger}$ operators. Wick's theorem states that for any Gaussian state,

$$
\begin{align*}
\left\langle R_{1} R_{2} R_{3} R_{4}\right\rangle= & \left\langle R_{1} R_{2}\right\rangle\left\langle R_{3} R_{4}\right\rangle \pm\left\langle R_{1} R_{3}\right\rangle\left\langle R_{2} R_{4}\right\rangle \\
& +\left\langle R_{1} R_{4}\right\rangle\left\langle R_{2} R_{3}\right\rangle-2\left\langle R_{1}\right\rangle\left\langle R_{2}\right\rangle\left\langle R_{3}\right\rangle\left\langle R_{4}\right\rangle . \tag{240}
\end{align*}
$$

With this result at hand, we obtain, after many simplifications,

$$
\begin{align*}
F(\tau)= & \delta(\tau) K+\operatorname{tr}\left\{G^{\dagger}(\tau)\left(V^{\mathrm{T}} \pm V\right) G(\tau) \tilde{\Theta} V \tilde{\Theta}\right\} \\
& +2 \operatorname{Re}\left(\boldsymbol{r}^{\mathrm{T}}\left(V^{\mathrm{T}}+V\right) G(\tau) \tilde{\Theta} V+\boldsymbol{r}\right), \tag{241}
\end{align*}
$$

The first term $K$ is computed like Eq. (238) but using $\left(\nu_{ \pm}\right)^{2}$ instead of $\nu_{ \pm}$in the definition of the matrix $V$. Note how the last term in $F(\tau)$ is structurally very similar to Eq. (232), except that the vector involved here is the mean $\boldsymbol{r}$, instead of the vector of constant entries $\boldsymbol{\sigma}=(1, \ldots, 1)$. This term therefore always vanishes when the mean is zero (and for fermions). In addition, though, $F(\tau)$ now has a new term (the one containing the trace), which is independent of the mean and has a $\tau$ dependence that is quadratic in $G(\tau)$. For fermions, this is the only relevant term.

It is now slightly more complicated to compute $S(\omega)$. The second line in $F(\tau)$ is again linear in $G$ and hence we can use the transformation given in Eq. (233). The first term, though, is quadratic. To compute it efficiently, we define a new matrix

$$
\begin{equation*}
\mathbb{Q}(\omega)=\int_{0}^{\infty} d \tau e^{-i \omega \tau} G(\tau) \tilde{\Theta} V \tilde{\Theta} G^{\dagger}(\tau) . \tag{242}
\end{equation*}
$$

Then, we can write

$$
\begin{align*}
S(\omega)= & K+\operatorname{tr}\left\{\left(V^{\mathrm{T}} \pm V\right)[\mathbb{Q}(\omega)+\mathbb{Q}(-\omega)]\right\} \\
& +4 \operatorname{Re}\left(\boldsymbol{r}^{\mathrm{T}}\left(V+V^{\mathrm{T}}\right) \frac{\mathcal{W}}{\mathcal{W}^{2}+\omega^{2}} \tilde{\Theta} V r\right) . \tag{243}
\end{align*}
$$

The reason why it is convenient to define $\mathbb{Q}(\omega)$ is because we do not need to perform any integrals to compute it, as
in Eq. (242). Instead, we can note that $\mathbb{Q}(\omega)$ is actually the solution of a generalized Lyapunov equation [126]:

$$
\begin{equation*}
(\mathcal{W}-i \omega / 2) \mathbb{Q}(\omega)+\mathbb{Q}(\omega)\left(\mathcal{W}^{\dagger}-i \omega / 2\right)=\tilde{\Theta} V \tilde{\Theta} \tag{244}
\end{equation*}
$$

So once we have $\Theta$, we must solve this equation for each value of $\omega$. Finally, setting $\omega=0$ yields the noise:

$$
\begin{equation*}
D=K+2 \operatorname{tr}\left\{\left(V^{\mathrm{T}} \pm V\right) \mathbb{Q}\right\}+4 \operatorname{Re}\left(\boldsymbol{r}^{\mathrm{T}}\left(V+V^{\mathrm{T}}\right) \mathcal{W}^{-1} \tilde{\Theta} V \boldsymbol{r}\right) \tag{245}
\end{equation*}
$$

where $\mathbb{Q} \equiv \mathbb{Q}(\omega=0)$ is now the solution of the standard Lyapunov equation

$$
\begin{equation*}
\mathcal{W} \mathbb{Q}+\mathbb{Q} \mathcal{W}^{\dagger}=\tilde{\Theta} V \tilde{\Theta} \tag{246}
\end{equation*}
$$

Obtaining the noise therefore requires solving two Lyapunov equations: one for the actual covariance matrix $\Theta$ and one for the auxiliary matrix $\mathbb{Q}$. This is the Gaussian equivalent of the situation encountered in Sec. V A; namely, that to compute the noise, one must solve two master equations.

## 3. Example: Parametric oscillator

As an application of these Gaussian methods, we study the parametric oscillator. It is given by the Hamiltonian of example D [Eq. (14)], with $U=0$. For concreteness, here we also take $\Delta=0$ and $G \rightarrow i G$, as this simplifies the results. We study both the quantum jump and the quantum diffusion unravelings of Eq. (15). The former represents direct photodetection of the photons leaking out of the cavity, while the latter represents homodyne detection, except for a constant overall factor (see Table II).

The steady-state values of $\left\langle a^{\dagger} a\right\rangle$ and $\langle a a\rangle$ have been presented in Eq. (16). These are computed using the Lyapunov equation given in Eq. (226). Here, we reproduce the idea, focusing on $\Delta=0$ and $G \rightarrow i G$. The matrices $\mathcal{W}$ and $\Upsilon$ [Eq. (224)] for this model have the form

$$
\mathcal{W}=\left(\begin{array}{cc}
\frac{\kappa}{2}-G & 0  \tag{247}\\
0 & \frac{\kappa}{2}+G
\end{array}\right), \quad \Upsilon=\frac{\kappa}{2} \mathbb{1}_{2}
$$

At the steady state, Eq. (226) yields

$$
\Theta:=\left(\begin{array}{cc}
\left\langle q^{2}\right\rangle & \frac{1}{2}\langle\{q, p\}\rangle  \tag{248}\\
\frac{1}{2}\langle\{q, p\}\rangle & \left\langle p^{2}\right\rangle
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cc}
\frac{\kappa}{\kappa-2 G} & 0 \\
0 & \frac{\kappa}{\kappa+2 G}
\end{array}\right) .
$$

The steady state is therefore squeezed, where the momentum is compressed while the position expands. The choice $G \rightarrow i G$ is convenient because it makes $\Theta$ diagonal. From $\Theta$, we can extract $\left\langle a^{\dagger} a\right\rangle=2 G^{2} /\left(\kappa^{2}-4 G^{2}\right)$, which is a particular case of Eq. (16). This, in turn, yields the average photon current $J=2 \kappa G^{2} /\left(\kappa^{2}-4 G^{2}\right)$. The diffusive
current, on the other hand, vanishes, since $\langle a\rangle=0$ for this model.

Next, we use the results of Sec. V F 1 to compute $F, S$, and $D$ for quantum diffusion. The matrix $V$ in Eq. (227), which is what defines the measurement in question, is given by $V=\sqrt{\kappa / 2} \operatorname{diag}\left(e^{-i \phi}, e^{i \phi}\right)$. Plugging $\mathcal{W}, \Theta$ and $V$ into Eq. (234) yields the power spectrum. For the particular choices of homodyning the position $(\phi=0)$ and momentum ( $\phi=\pi / 2$ ), we obtain [127]

$$
\begin{align*}
& S_{q}(\omega)=1+\frac{2 G \kappa}{\omega^{2}+\left(G-\frac{\kappa}{2}\right)^{2}}  \tag{249}\\
& S_{p}(\omega)=1-\frac{2 G \kappa}{\omega^{2}+\left(G+\frac{\kappa}{2}\right)^{2}}
\end{align*}
$$

This is plotted in Fig. 20(a). As can be seen, the momentum quadrature, which is squeezed, shows a dip below the white-noise value of 1 . The dip is strongest at $G=\kappa / 2$, called the threshold for parametric oscillation, where we obtain $S_{p}(\omega)=1-\left[\kappa^{2} /\left(\kappa^{2}+\omega^{2}\right)\right]$. The spectrum therefore reaches identically zero at $\omega=0$. That is, the noise $D=S(0)$ identically vanishes at the threshold for parametric oscillation. More generally, the noise reads

$$
\begin{equation*}
D_{q}=\frac{(\kappa+2 G)^{2}}{(\kappa-2 G)^{2}}, \quad D_{p}=\frac{(\kappa-2 G)^{2}}{(\kappa+2 G)^{2}} \tag{250}
\end{equation*}
$$

These equations are plotted in Fig. 20(b) as a function of $G / \kappa$. As the threshold is approached, $D_{q}$ diverges while $D_{p}$ tends to zero.

Next, we turn to the quantum jump unraveling (direct photodetection). The relevant $V$ matrix is that defined in Eq. (237), which in this case reads

$$
V=\frac{\kappa}{2}\left(\begin{array}{cc}
1 & i  \tag{251}\\
-i & 1
\end{array}\right)
$$

Plugging this, together with Eqs. (247) and Eq. (248), into Eq. (243), we find that

$$
\begin{align*}
S(\omega)= & J+\frac{G^{2} \kappa^{2}}{(2 G+\kappa)^{3}+(2 G+\kappa) \omega^{2}} \\
& -\frac{G^{2} \kappa^{2}}{(2 G-\kappa)^{3}+(2 G-\kappa) \omega^{2}} \tag{252}
\end{align*}
$$

with $J=2 \kappa G^{2} /\left(\kappa^{2}-4 G^{2}\right)$. This is plotted in Fig. 20(c). As can be seen, the direct photodetection spectrum always shows a peak around $\omega=0$. The corresponding noise is

$$
\begin{equation*}
D=\frac{4 G^{2} \kappa\left(8 G^{4}+2 G^{2} \kappa^{2}+\kappa^{4}\right)}{\left(\kappa^{2}-4 G^{2}\right)^{3}} \tag{253}
\end{equation*}
$$

and is shown in Fig. 20(d) as a function of $G / \kappa$. Quite remarkably, we see that the noise associated with quantum jumps is extremely sensitive to $G$, changing by several orders of magnitude.


FIG. 20. The power spectrum and noise in the parametric oscillator (example D, Sec. II B 4, with $U=0$ ). (a) The quantum diffusion power spectra $S_{q}$ and $S_{p}$ [Eq. (249)]. (b) The corresponding noise, given in Eq. (250). (c) The power spectra for quantum jump unraveling, given in Eq. (252). (d) The corresponding noise, given in Eq. (253).

## VI. CONNECTIONS WITH TOPICAL FIELDS OF RESEARCH

## A. Waiting-time distributions

Consider again the quantum jump scenario first introduced in Sec. IIC. The dynamics is described by a series of jumps, occurring at random times, followed by periods of no jumps, as illustrated in Fig. 6. We are then naturally led to ask questions such as the following: What is the time until the first jump?, or what is the time between two jumps? Since these times are random, we will therefore have a waiting-time distribution (WTD). WTDs have a long history in stochastic processes in general [128], with applications including quantum optics [129,130], electronic transport [131-134], and even finance [135]. Recently, WTDs have been employed to estimate entropy production [136] and to distinguish Majorana from Andreev bound states [137]. Here, we follow the development of Ref. [131], which focuses specifically on QMEs.

To compute the WTD, we must decompose the dynamics into conditional evolutions involving jumps and nojumps. This can be accomplished using a Dyson series decomposition of $\rho(t)=e^{\mathcal{L} t} \rho(0)$. Consider the original QME [Eq. (5)] and define $\mathcal{L}_{k} \rho=L_{k} \rho L_{k}^{\dagger}$. These are the jump superoperators. Suppose that we only want to monitor a subset $\mathcal{M}$ of these jumps. For example, it might be
that some channels are not accessible. We then define the no-jump superoperator as

$$
\begin{equation*}
\mathcal{L}_{0}=\mathcal{L}-\sum_{k \in \mathcal{M}} \mathcal{L}_{k} \tag{254}
\end{equation*}
$$

In the case in which all jump operators are monitored, this reduces to

$$
\begin{equation*}
\mathcal{L}_{0} \rho=-i\left(H_{\mathrm{eff}} \rho-\rho H_{\mathrm{eff}}^{\dagger}\right) \tag{255}
\end{equation*}
$$

where $H_{\text {eff }}$ is the non-Hermitian Hamiltonian defined in Eq. (21). Moreover, in this case we can connect $\mathcal{L}_{0}$ to Kraus operator $M_{0}$ introduced in Eq. (23):

$$
\begin{equation*}
M_{0} \rho M_{0}^{\dagger}=\rho+d t \mathcal{L}_{0} \rho \tag{256}
\end{equation*}
$$

Note how there is a subjective character to the definition of $\mathcal{L}_{0}$, in the sense that it depends on what we choose as our monitored channels $\mathcal{M}$. The decomposition is thus conditioned on what we assume can be monitored. Different choices of $\mathcal{M}$ will lead to different $\mathcal{L}_{0}$ and hence different WTDs.

To decompose the dynamics, we use a Dyson series of $e^{\mathcal{L} t}$. This is exactly the same kind of expansion that is used in time-dependent perturbation theory. Labeling the initial state as $\rho_{0}$, it reads [54]

$$
\begin{align*}
\rho(t)= & e^{\mathcal{L}_{0} t} \rho_{0}+\sum_{k \in \mathcal{M}} \int_{0}^{t} d t_{1} e^{\mathcal{L}_{0}\left(t-t_{1}\right)} \mathcal{L}_{k} e^{\mathcal{L}_{0} t_{1}} \rho_{0} \\
& +\sum_{k, q \in \mathcal{M}} \int_{0}^{t} d t_{2} \int_{0}^{t_{2}} d t_{1} e^{\mathcal{L}_{0}\left(t-t_{2}\right)} \mathcal{L}_{k} e^{\mathcal{L}_{0}\left(t_{2}-t_{1}\right)} \mathcal{L}_{q} e^{\mathcal{L}_{0} t_{1}} \rho_{0} \\
& +\ldots \tag{257}
\end{align*}
$$

Each term in the expansion contains a well-defined number of jumps. The first term has no jumps; the second has one jump occurring at time $t_{1}$ and then integrated over all possible $t_{1}$. The third term has two jumps and so on and so forth. This can thus be interpreted as a decomposition of $\rho(t)$ into multiple conditional evolutions, each with a well-defined number of jumps. This is similar in spirit to the decomposition used in Eq. (113), when we introduced FCS.

The individual terms are not properly normalized, though. Their normalization gives precisely the probability that each conditional evolution occurs. For example,

$$
\begin{equation*}
P_{\mathrm{no}}\left(t \mid \rho_{0}\right):=\operatorname{tr}\left\{e^{\mathcal{L}_{0} t} \rho_{0}\right\} \tag{258}
\end{equation*}
$$

is the probability that, starting with the state $\rho_{0}$, no jump takes place up to time $t$. After proper normalization,
the conditional state of the system, given that no jumps occurred, is therefore

$$
\begin{equation*}
\rho_{\mathrm{no}}(t)=\frac{e^{\mathcal{L}_{0} t} \rho_{0}}{P_{\mathrm{no}}(t)} \tag{259}
\end{equation*}
$$

We can also have similar definitions for the state conditioned on one jump, two jumps, and so on.

The above discussion makes it clear that during the nojumps sections, the system evolves as $e^{\mathcal{L}_{0} t}$, while if a jump occurs we must apply $\mathcal{L}_{k}$. We can therefore use this to define the WTD. More precisely, starting with an initial state $\rho_{0}$, the probability that the first jump occurs at time $t$ and in channel $k$, is given by

$$
\begin{equation*}
W\left(t, k \mid \rho_{0}\right)=\operatorname{tr}\left\{\mathcal{L}_{k} e^{\mathcal{L}_{0} t} \rho_{0}\right\} \tag{260}
\end{equation*}
$$

This quantity refers to a single jump, after a specific state preparation. It is distinct from the WTD between two jumps, which one might observe in steady-state conditions. The latter will be defined in Eq. (269). As a sanity check, if $t=0$ we obtain $W\left(0, k \mid \rho_{0}\right) d t=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho_{0}\right\}$, which is precisely the probabilities $p_{k}$ studied in Eq. (24).

Marginalizing over the channels $k$ gives us the probability that it takes a time $t$ for the jump to occur, irrespective of where it occurs. Using Eq. (254), together with the fact that $\operatorname{tr}(\mathcal{L} \rho)=0$ for any $\rho$, we then obtain

$$
\begin{equation*}
W\left(t \mid \rho_{0}\right)=\sum_{k \mathcal{M}} W\left(t, k \mid \rho_{0}\right)=-\operatorname{tr}\left\{\mathcal{L}_{0} e^{\mathcal{L}_{0} t} \rho_{0}\right\}=-\frac{d P_{\mathrm{no}}}{d t} \tag{261}
\end{equation*}
$$

where $P_{\mathrm{no}}$ is given in Eq. (258). In the language of probability theory, $P_{\text {no }}\left(t \mid \rho_{0}\right)$ is the survival probability, while $W\left(t \mid \rho_{0}\right)$ is the probability density function. Integrating $W\left(t \mid \rho_{0}\right)$ from 0 to $\infty$ and using the fact that $P_{\text {no }}(0)=1$, we then obtain

$$
\begin{equation*}
\int_{0}^{\infty} W\left(t \mid \rho_{0}\right) d t=1-P_{\mathrm{no}}\left(\infty \mid \rho_{0}\right) \tag{262}
\end{equation*}
$$

The term $P_{\mathrm{no}}\left(\infty \mid \rho_{0}\right)$ reflects the possibility that no jump ever occurs. Whether or not this will vanish depends on the problem in question and is related to the existence of dark states, i.e., initial states that are not affected by the jump operators in question. For simplicity, we are going to restrict the discussion to those cases where a jump always eventually occurs, so that $P_{\text {no }}\left(\infty \mid \rho_{0}\right)=0$. The WTD (260) will then be normalized as

$$
\begin{equation*}
\sum_{k \in \mathcal{M}} \int_{0}^{\infty} d t W\left(t, k \mid \rho_{0}\right)=1 \tag{263}
\end{equation*}
$$

The assumption that $P_{\text {no }}\left(\infty \mid \rho_{0}\right)=0$ coincides with the assumption that $\mathcal{L}_{0}$ is invertible. Indeed, if this is true then
normalization also follows from Eq. (261) and the identity $\int_{0}^{\infty} e^{\mathcal{L}_{0} t} d t=-\mathcal{L}_{0}^{-1}$ (a relation between $\mathcal{L}_{0}^{-1}$ and the Drazin inverse $\mathcal{L}^{+}$is explored in Appendix Q ).

If we marginalize $W\left(t, k \mid \rho_{0}\right)$ in $t$, instead of $k$, we obtain the probability that the jump occurs in channel $k$, irrespective of when it happens:

$$
\begin{equation*}
W\left(k \mid \rho_{0}\right)=\int_{0}^{\infty} d t W\left(t, k \mid \rho_{0}\right)=-\operatorname{tr}\left\{\mathcal{L}_{k} \mathcal{L}_{0}^{-1} \rho_{0}\right\} \tag{264}
\end{equation*}
$$

This is an interesting quantity in itself, because it can be used to assess which channel is more likely to click.

The moments of $W\left(t \mid \rho_{0}\right)$ [Eq. (261)] can be computed with the identity $\int_{0}^{\infty} d t t^{n} e^{\mathcal{L}_{0} t}=(-1)^{n+1} n!\mathcal{L}_{0}^{-(n+1)}$ and read

$$
\begin{equation*}
E\left(T^{n}\right)=(-1)^{n} n!\operatorname{tr}\left\{\mathcal{L}_{0}^{-n} \rho\right\} \tag{265}
\end{equation*}
$$

So, for example, $E(T)$ is the average time until the first jump (irrespective of the channel). Alternatively, we can also postselect on the channel and ask, e.g., "What is the average time until a jump, given that the jump occurred in channel $k$ ?" The underlying distribution, from Bayes' rule, is $W\left(t \mid \rho_{0}, k\right)=\left(W\left(t, k \mid \rho_{0}\right) / W\left(k \mid \rho_{0}\right)\right)$. Hence

$$
\begin{align*}
E\left(T^{n} \mid \rho_{0}, k\right)= & \int_{0}^{\infty} d t W\left(t \mid \rho_{0}, k\right) t^{n} \\
& =\frac{(-1)^{n} n!}{W\left(k \mid \rho_{0}\right)} \operatorname{tr}\left\{\mathcal{L}_{k} \mathcal{L}_{0}^{-(n+1)} \rho_{0}\right\} \tag{266}
\end{align*}
$$

The moments satisfy the law of total average, so that we can recover Eq. (265) as

$$
\begin{equation*}
E\left(T^{n} \mid \rho_{0}\right)=\sum_{k} W\left(k \mid \rho_{0}\right) E\left(T^{n} \mid \rho_{0}, k\right) \tag{267}
\end{equation*}
$$

However, the same is not true for the variance, for example, which instead the satisfies law of total variance:

$$
\begin{align*}
\operatorname{var}(T)= & \operatorname{var}_{k}(E(T \mid k))+E_{k}(\operatorname{var}(T \mid k)) \\
= & \sum_{k} W\left(k \mid \rho_{0}\right)\left[E(T \mid k)^{2}-E(T)^{2}\right] \\
& +\sum_{k} W\left(k \mid \rho_{0}\right)\left[E\left(T^{2} \mid k\right)-E(T \mid k)^{2}\right] \tag{268}
\end{align*}
$$

The dependence on $\rho_{0}$ has been omitted from some of the terms, for readability. The first term describes how the average waiting times fluctuate between the different channels, while the second term describes the variance of the waiting time within each channel (and then averaged over all channels).

Equation (260) is the WTD for a single jump after a specific state preparation $\rho_{0}$. One might also be interested in the waiting times between two consecutive jumps. This is
common when we deal with the steady state, where many jumps are constantly happening and we just want to make a histogram of the time between two jumps. We can construct the corresponding WTD directly from Eq. (260). If the system is in $\rho_{\mathrm{ss}}$ and a jump occurs in a given channel $q$, then the state must be updated to $\rho_{\text {ss }} \rightarrow \mathcal{L}_{q} \rho_{\mathrm{ss}} / \operatorname{tr}\left(\mathcal{L}_{q} \rho_{\mathrm{ss}}\right)$. Using this in Eq. (260) then yields

$$
\begin{equation*}
W(t, k \mid q)=\frac{\operatorname{tr}\left\{\mathcal{L}_{k} e^{\mathcal{L}_{0} t} \mathcal{L}_{q} \rho_{\mathrm{ss}}\right\}}{\operatorname{tr}\left\{\mathcal{L}_{q} \rho_{\mathrm{ss}}\right\}} \tag{269}
\end{equation*}
$$

This WTD is normalized as in Eq. (263), for each q. One can note here a similarity to the two-point correlation function $F(\tau)$ in Eq. (67), in the sense that both have the structure "jump $\rightarrow$ evolve $\rightarrow$ jump." The main difference is that $F$ evolves with $e^{\mathcal{L} t}$, while $W$ has $e^{\mathcal{L}_{0} t}$. This reflects the fact that $W$ describes correlations between two points in time, conditioned on there being no jumps in between, while for $F$ there is no such restriction.

## B. Path probabilities in the jump unraveling

The WTD can be extended to describe a sequence of multiple jumps. This will produce a detection record of the form

$$
\begin{equation*}
\left(t_{1}, k_{1}\right),\left(t_{2}, k_{2}\right), \ldots, \tag{270}
\end{equation*}
$$

describing the set of channels where the jumps have occurred, together with the time tags of when they have occurred. Eq. (270) is, in fact, what an experimentalist with access to the quantum jump unraveling would observe. We use $t_{n}$ to denote absolute times; the relative times, between jumps, is $\tau_{n}=t_{n}-t_{n-1}$. Below, we shall make use of both notations. The probability of observing a specific sequence of $N$ jumps can be read from the Dyson series Eq. (257):

$$
\begin{align*}
W\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N} \mid \rho_{0}\right)= & \operatorname{tr}\left\{\mathcal{L}_{k_{N}} e^{\mathcal{L}_{0}\left(t_{N}-t_{N-1}\right)} \ldots\right. \\
& \left.\mathcal{L}_{k_{1}} e^{\mathcal{L}_{0} t_{1}} \rho_{0}\right\}, \tag{271}
\end{align*}
$$

where it is implicit that $t_{i+1}>t_{i}$. Moreover, if at any given time $t$, a total of $N$ jumps has occurred, the (unnormalized) state of the system will be

$$
\begin{align*}
\rho^{c}\left(t \mid t_{1}, k_{1}, \ldots, t_{N}, k_{N}\right)= & e^{\mathcal{L}_{0}\left(t-t_{N}\right)} \mathcal{L}_{k_{N}} e^{\mathcal{L}_{0}\left(t_{N}-t_{N-1}\right)} \\
& \ldots \mathcal{L}_{k_{1}} e^{\mathcal{L}_{0} t_{1}} \rho_{0} \tag{272}
\end{align*}
$$

where $t>t_{N}$ and the factor of $e^{\mathcal{L}_{0}\left(t-t_{N}\right)}$ accounts for the no-jump evolution of the system after the $N$ th jump.

The two formulas above reflect a subtlety concerning two different ensembles that one can work on:
(a) $t$-ensemble: we fix a given final time $t$, but allow the number of jumps $N$ that take place to fluctuate.
(b) $N$-ensemble: we fix a total number $N$ of jumps, but the final time $t_{N}$ at which the last jump takes place is allowed to fluctuate.

The distribution in Eq. (271) is in the $N$-ensemble, because we are talking specifically about $N$ jumps and we place no restriction on what $t_{N}$ might be. In fact, Eq. (271) is normalized as

$$
\begin{equation*}
\sum_{k_{1}, \ldots, k_{N} \in \mathcal{M}} \int_{0}^{\infty} d t_{N}, \ldots, \int_{0}^{t_{2}} d t_{1} W\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N}\right)=1 \tag{273}
\end{equation*}
$$

where the integrals are all nested in order to respect $t_{i+1}>$ $t_{i}$.

The $t$-ensemble is, in many aspects, more natural, since in physics we usually describe systems at specific times $t$. In fact, all previous results about the quantum jump unraveling in this tutorial have been implicitly in the $t$-ensemble. Equation (272) is also in the $t$-ensemble because $t$ is fixed but $N$ is allowed to fluctuate. The normalization gives us the probability

$$
\begin{equation*}
\tilde{W}_{t}\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N} \mid \rho_{0}\right)=\operatorname{tr}\left\{\rho^{c}\left(t \mid t_{1}, k_{1}, \ldots, t_{N}, k_{N}\right)\right\} \tag{274}
\end{equation*}
$$

which differs from Eq. (271) because $N$ is a random variable. This difference is better appreciated if we look at how $\tilde{W}_{t}$ is normalized:

$$
\begin{gather*}
\sum_{N=0}^{\infty} \sum_{k_{1}, \ldots, k_{N} \in \mathcal{M}} \int_{0}^{t} d t_{N} \cdots \int_{0}^{t_{2}} d t_{1} \\
\tilde{W}_{t}\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N} \mid \rho_{0}\right)=1 \tag{275}
\end{gather*}
$$

This follows from the Dyson series given in Eq. (257) and the fact that sum over all terms yields the unconditional state $\rho(t)$, which is normalized, $\operatorname{tr}(\rho(t))=1$.

Now consider a sequence of jumps, as in Eq. (270), and let us analyze a stroboscopic dynamics, where we only look at the state of the system immediately after each jump. We will use relative times $\tau_{i}=t_{i}-t_{i-1}$. If the $i$ th jump was associated with the pair $\left(\tau_{i}, k_{i}\right)$, then the state of the system will change as

$$
\begin{equation*}
\rho_{i}^{c}=\frac{\mathcal{L}_{k_{i}} e^{\mathcal{L}_{0} \tau_{i}} \rho_{i-1}^{c}}{W\left(\tau_{i}, k_{i} \mid \rho_{i-1}^{c}\right)} \tag{276}
\end{equation*}
$$

where $W(\tau, k \mid \rho)$ is precisely the WTD introduced in Eq. (260) and $\rho_{0}^{c}=\rho_{0}$ is the initial state. Using this result
recursively, we can write Eq. (271) as

$$
\begin{align*}
W\left(\tau_{1}, k_{1}, \ldots, \tau_{N}, k_{N} \mid \rho_{0}\right)= & W\left(\tau_{N}, k_{N} \mid \rho_{N-1}^{c}\right) \\
& \ldots W\left(\tau_{1}, k_{1} \mid \rho_{0}\right) \tag{277}
\end{align*}
$$

This formula seems to imply that the outcomes given in Eq. (270) form a Markov chain. This is not true, however, because each $\rho_{i}^{c}$ will depend on all previous outcomes ( $\tau_{j}, k_{j}$ ) with $j \leqslant i$. So what this shows is that the memory of the past that each outcome $\left(\tau_{i}, k_{i}\right)$ retains is encoded entirely in $\rho_{i-1}^{c}$. This is therefore akin to a hidden Markov model, where $\rho_{i}^{c}$ is a hidden layer, while $\left(\tau_{i}, k_{i}\right)$ are the observations.

We can also treat the $t$-ensemble similarly. Equation (272) becomes

$$
\begin{equation*}
\rho^{c}\left(t \mid t_{1}, k_{1}, \ldots, t_{N}, k_{N}\right)=e^{\mathcal{L}_{0}\left(t-t_{N}\right)} \rho_{N}^{c} \tag{278}
\end{equation*}
$$

and Eq. (274) can be written (now using absolute times) as

$$
\begin{align*}
& \tilde{W}_{t}\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N} \mid \rho_{0}\right) \\
& \quad=\quad P_{\mathrm{no}}\left(t-t_{N} \mid \rho_{N}^{c}\right) W\left(t_{N}-t_{N-1}, k_{N} \mid \rho_{N-1}^{c}\right) \\
& \quad \times \ldots W\left(t_{2}-t_{1}, k_{2} \mid \rho_{1}^{c}\right) W\left(t_{1}, k_{1} \mid \rho_{0}\right) \tag{279}
\end{align*}
$$

Here, the first term $P_{\mathrm{no}}\left(t-t_{N} \mid \rho_{N}\right)$ reflects the fact that there have been no other jumps after $t_{N}$.

## 1. Stationarity

Very often, we are interested in the statistics of many jumps in a steady-state scenario. For example, we have discussed how Eq. (269) represents what one would obtain by making a histogram of the waiting times in the steady state. Intuitively, one expects that after many jumps, Eq. (277) should become stationary; i.e., it should become approximately (i) independent of the initial state $\rho_{0}$ and (ii) translationally invariant. Stationarity does not happen for all models. For example, an optical cavity in the absence of any drive might produce a few jumps, depending on the initial state, but eventually these will stop. The conditions for a model to support a stationary jump distribution are related to the eigenvalues of the superoperator $-\mathcal{J} \mathcal{L}_{0}^{-1}$, as shown recently in Ref. [138]. Here, instead, we will ask a simpler question: is there a special state $\pi$ for which Eq. (271) is stationary from the very beginning? Consider, e.g., the two-outcome distribution $W\left(\tau_{1}, k_{1}, \tau_{2}, k_{2} \mid \pi\right)$. If we marginalize over $\tau_{2}, k_{2}$, we recover $W\left(\tau_{1}, k_{1} \mid \pi\right)$ precisely as given in Eq. (260). Stationarity means that if we marginalize, instead, over $\tau_{1}, k_{1}$, we should obtain $W\left(\tau_{2}, k_{2} \mid \pi\right)$ with exactly the same shape as $W\left(\tau_{1}, k_{1} \mid \pi\right)$.

Naively, one might assume that this special state is the steady state $\rho_{\mathrm{ss}}$. It turns out, however, that this is not the case. Indeed, using Eq. (271) and marginalizing
$W\left(\tau_{1}, k_{1}, \tau_{2}, k_{2}\right)$ over $\tau_{1}, k_{1}$ yields

$$
\begin{align*}
& \sum_{k_{1}} \int d \tau_{1} \operatorname{tr}\left\{\mathcal{L}_{k_{2}} e^{\mathcal{L}_{0} \tau_{2}} \mathcal{L}_{k_{1}} e^{\mathcal{L}_{0} \tau_{1}} \pi\right\} \\
& \quad=\operatorname{tr}\left\{\mathcal{L}_{k_{2}} e^{\mathcal{L}_{0} \tau_{2}} \mathcal{J}\left(-\mathcal{L}_{0}^{-1}\right) \pi\right\} \tag{280}
\end{align*}
$$

where, recall, $\mathcal{J}=\sum_{k \in \mathcal{M}} \mathcal{L}_{k}$. If this is to have the form given in Eq. (260), then $\pi$ must satisfy the fixed-point equation

$$
\begin{equation*}
\pi=-\mathcal{J} \mathcal{L}_{0}^{-1} \pi \tag{281}
\end{equation*}
$$

One can show that the solution is the so-called "jump steady state" (JSS) [138],

$$
\begin{equation*}
\pi=\frac{\mathcal{J} \rho_{\mathrm{ss}}}{K} \tag{282}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\sum_{k \in \mathcal{M}}\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{\mathrm{ss}}=\sum_{k \in \mathcal{M}} \operatorname{tr}\left\{\mathcal{L}_{k} \rho_{\mathrm{ss}}\right\}=-\operatorname{tr}\left\{\mathcal{L}_{0} \rho_{\mathrm{ss}}\right\} \tag{283}
\end{equation*}
$$

is called the dynamical activity and describes the number of jumps per unit time in the steady state. We use the same letter $K$ here to emphasize the connection with Eq. (68); in fact, the two coincide provided that we take $\nu_{k}=1$ for $k \in \mathcal{M}$ and zero otherwise.

We can now establish several results concerning the steady-state statistics, which resonate directly with experiments. First, what is the relative frequency with which channel $k$ clicks? We start with $W(\tau, k \mid \pi)$ and marginalize over $\tau$, leading to

$$
\begin{align*}
\mathfrak{p}_{k}:= & \int_{0}^{\infty} d \tau W(\tau, k \mid \pi)=-\frac{1}{K} \operatorname{tr}\left\{\mathcal{L}_{k} \mathcal{L}_{0}^{-1} \mathcal{J} \rho_{\mathrm{ss}}\right\} \\
& =\frac{1}{K} \operatorname{tr}\left\{\mathcal{L}_{k} \rho_{\mathrm{ss}}\right\} \tag{284}
\end{align*}
$$

where we have used the fact that $\mathcal{J}=\mathcal{L}-\mathcal{L}_{0}$ and $\mathcal{L} \rho_{\text {ss }}=$ 0 . These are closely related to the original jump probabilities $p_{k}$ in Eq. (24). The difference is that $\mathfrak{p}_{k}$ is restricted only to the subset $\mathcal{M}$ of jumps and therefore we need a different normalization. If we marginalize Eq. (269) over $t$, we obtain the transition probability that jump $q$ is followed by jump $k$ :

$$
\begin{equation*}
W(k \mid q)=\frac{\operatorname{tr}\left\{\mathcal{L}_{k}\left(-\mathcal{L}_{0}^{-1}\right) \mathcal{L}_{q} \rho_{\mathrm{ss}}\right\}}{\operatorname{tr}\left\{\mathcal{L}_{q} \rho_{\mathrm{ss}}\right\}} \tag{285}
\end{equation*}
$$

One may verify that $\mathfrak{p}_{k}$ are the fixed points of this transition probability, $\sum_{q} W(k \mid q) \mathfrak{p}_{q}=\mathfrak{p}_{k}$.

Next, What is the time between jumps, irrespective of the channels? Again, starting with $W(t, k \mid \pi)$ but now marginalizing over $k$ yields

$$
\begin{equation*}
W(t)=\operatorname{tr}\left\{\mathcal{L}_{0} e^{\mathcal{L}_{0} t} \pi\right\}=-\frac{\operatorname{tr}\left\{\mathcal{L}_{0} e^{\mathcal{L}_{0} t} \mathcal{L}_{0} \rho_{\mathrm{ss}}\right\}}{\operatorname{tr}\left(\mathcal{L}_{0} \rho_{\mathrm{ss}}\right)} \tag{286}
\end{equation*}
$$

which is normalized as $\int_{0}^{\infty} W(t) d t=1$. This result could also have been obtained by averaging Eq. (269) over $\mathfrak{p}_{q}$. From $W(t)$, it follows that the average time between jumps is

$$
\begin{equation*}
E(T)=\frac{1}{K} \tag{287}
\end{equation*}
$$

which makes sense, since the dynamical activity is precisely the number of jumps per unit time in the steady state.

## 2. Renewal processes

A renewal process is any process for which, after a jump, the state of the system is completely reset; i.e., no memory of its previous past is retained. Mathematically, in a renewal process, for each jump operator $\mathcal{L}_{k}$ there is a corresponding (properly normalized) state $\sigma_{k}$ such that

$$
\begin{equation*}
\frac{\mathcal{L}_{k} \rho}{\operatorname{tr}\left(\mathcal{L}_{k} \rho\right)}=\sigma_{k} \tag{288}
\end{equation*}
$$

In vectorization language (Sec. VB), this is tantamount to $\mathcal{L}_{k}$ being rank-1 matrices of the form

$$
\begin{equation*}
\left.\mathcal{L}_{k}=\left|\sigma_{k}\right\rangle\right\rangle\left\langle\left\langle\xi_{k}\right|,\right. \tag{289}
\end{equation*}
$$

for vectors $\left\langle\left\langle\xi_{k}\right|\right.$.
For example, in the case of a qubit, a jump $\sigma_{-} \rho \sigma_{+}$is renewal, since it completely resets any $\rho$. Conversely, for a bosonic system, a jump $a \rho a^{\dagger}$ is not renewal, since $a \rho a^{\dagger}$ still retains a memory of $\rho$. Another example of a system that is not renewal is two coupled qubits (a double quantum dot) with jump operators acting locally on each qubit. A jump will reset the local state of one qubit but not the global state of the two. Generally, therefore, renewal processes are quite rare.

For renewal processes, the WTD between two jumps [Eq. (269)] becomes independent of $\rho$ :

$$
\begin{equation*}
\left.W(t, k \mid q)=\operatorname{tr}\left\{\mathcal{L}_{k} e^{\mathcal{L}_{0} t} \sigma_{q}\right\}=\left\langle\left\langle\xi_{k}\right| e^{\mathcal{L}_{0} t} \mid \sigma_{k}\right\rangle\right\rangle \tag{290}
\end{equation*}
$$

Moreover, Eqs. (282) and (284) reduce to

$$
\begin{equation*}
\mathfrak{p}_{k}=\left\langle\left\langle\xi_{k} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle / K, \quad \pi=\sum_{k} \mathfrak{p}_{k} \sigma_{k} \tag{291}
\end{equation*}
$$

The JSS is therefore a simple a statistical mixture of the postjump states $\sigma_{k}$. Recursively applying Eq. (288) allows
us to decompose Eq. (271) as

$$
\begin{align*}
W\left(t_{1}, k_{1}, \ldots, t_{N}, k_{N} \mid \pi\right)= & \sum_{q} W\left(t_{N}, k_{N} \mid k_{N-1}\right) \\
& \ldots W\left(t_{1}, k_{1} \mid q\right) \mathfrak{p}_{q} \tag{292}
\end{align*}
$$

Renewal processes therefore form a Markov chain: each outcome $t_{i}, k_{i}$ depends only on the previous jump channel $k_{i-1}$. If there is only one jump channel, the waiting times therefore become independent and identically distributed:

$$
\begin{equation*}
W\left(t_{1}, \ldots, t_{N}\right)=W\left(t_{N}\right) \ldots W\left(t_{1}\right) \tag{293}
\end{equation*}
$$

For renewal processes with a single jump channel, the variance of the waiting-time distribution can be connected to the noise $D$ [Eq. (85)]. Defining the mean waiting time $\mu=E(T)$ and the variance $\sigma^{2}=E\left(T^{2}\right)-\mu^{2}$, the relation reads

$$
\begin{equation*}
D=\frac{\sigma^{2}}{\mu^{3}} \tag{294}
\end{equation*}
$$

which provides a deep connection between fluctuations in the WTD and the variance of the integrated charge $N(t)$. This relation is proven in Appendix R and is well known in renewal theory [139].

## C. Multiple current specimens and current-current correlations

## 1. Correlations between different currents

Throughout this tutorial, we have mainly considered the case in which there is only a single current of interest, $I(t)$ or $N(t)$, defined by the set of weights $v_{k}$ that enter into Eq. (37). All results readily generalize when we have two or more current specimens or multiple detectors [140]. For instance, in systems with two reservoirs, this could be the particle current to each of the baths. Alternatively, it could be the energy and particle currents. For multiple currents, Eq. (37) generalizes to

$$
\begin{equation*}
N_{\alpha}(t)=\sum_{k} v_{\alpha k} N_{k}(t) \tag{295}
\end{equation*}
$$

where $v_{\alpha k}$ is the weight that current $\alpha$ attributes to the jump $L_{k}$. The corresponding current is then $I_{\alpha}(t)=d N_{\alpha} / d t$. For instance, in example A [Eq. (9)], we might use $v_{p-}=-1$, $v_{p+}=+1$ for the particle current and $v_{d-}=v_{d+}=1$ for the dynamical activity.

With multiple currents, an interesting question concerns the correlations between them. For example, how are the emissions to one reservoir correlated with absorptions from the other? To address this question in general,
we consider the correlations among the set of "elementary currents" $\left\{I_{k}\right\}_{k=1}^{r}$, where

$$
\begin{equation*}
I_{k}(t)=\frac{d N_{k}}{d t} \tag{296}
\end{equation*}
$$

is the current pertaining to one specific jump operator $L_{k}$ entering the master equation [Eq. (5)]. The corresponding average current is simply

$$
\begin{equation*}
J_{k}=E\left[I_{k}(t)\right]=\operatorname{tr}\left(\mathcal{L}_{k} \rho_{\mathrm{ss}}\right) \tag{297}
\end{equation*}
$$

where $\mathcal{L}_{k} \rho=L_{k} \rho L_{k}^{\dagger}$ and we focus on the steady state for simplicity. The steady-state two-point correlation function between any pair of elementary currents is (for $\tau \geq 0$ )

$$
\begin{align*}
F_{k q}(\tau) & =E\left[I_{k}(t+\tau) I_{q}(t)\right]-J_{k} J_{q} \\
& =J_{k} \delta_{k q} \delta(\tau)+\operatorname{tr}\left(\mathcal{L}_{k} e^{\mathcal{L} \tau} \mathcal{L}_{q} \rho_{\mathrm{ss}}\right)-J_{k} J_{q} \tag{298}
\end{align*}
$$

which can be derived following the exact same steps as used in Appendix D but taking care with the indices $k$ and $q$. For a set of elementary diffusive currents of the form

$$
\begin{equation*}
I_{k}(t)=\left\langle e^{-i \phi_{k}} L_{k}+e^{i \phi_{k}} L_{k}^{\dagger}\right\rangle_{c}(t)+\frac{d W_{k}}{d t} \tag{299}
\end{equation*}
$$

one obtains expressions similar to Eqs. (297) and (298) but with the replacement

$$
\begin{equation*}
\mathcal{L}_{k}(\rho) \rightarrow \mathcal{H}_{k}(\rho)=e^{-i \phi_{k}} L_{k} \rho+e^{i \phi_{k}} \rho L_{k}^{\dagger} \tag{300}
\end{equation*}
$$

as can be shown following the same steps as in Appendix E. For $\tau<0$, the autocorrelation function can be found using the symmetry relation $F_{k q}(-\tau)=F_{q k}(+\tau)$.

From Eq. (298), we readily compute the power spectrum matrix as in Eq. (2),

$$
\begin{equation*}
S_{k q}(\omega)=\int_{-\infty}^{\infty} d \tau e^{-i \omega \tau} F_{k q}(\tau) \tag{301}
\end{equation*}
$$

and the noise or diffusion matrix $D_{k q}=S_{k q}(0)$. The latter is interpreted similarly to Eq. (85): the diagonal entries are $D_{k k}=(d / d t) \operatorname{Var}\left(N_{k}(t)\right)$. Conversely, the off-diagonals read

$$
\begin{equation*}
D_{k q}=\frac{d}{d t} \operatorname{Cov}\left(N_{k}(t), N_{q}(t)\right) \tag{302}
\end{equation*}
$$

where $\operatorname{Cov}(A, B)=E(A B)-E(A) E(B)$ is the covariance. The power-spectrum matrix is Hermitian at each frequency, $S_{k q}(\omega)=S_{q k}^{*}(\omega)=S_{q k}(-\omega)$. The noise matrix is
real and symmetric, $D_{k q}=D_{q k}$, and admits the explicit expression

$$
\begin{equation*}
\left.\left.D_{k q}=J_{k} \delta_{k q}-\left\langle\langle\mathbb{1}| \mathcal{L}_{k} \mathcal{L}^{+} \mathcal{L}_{q} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle-\left\langle\langle\mathbb{1}| \mathcal{L}_{q} \mathcal{L}^{+} \mathcal{L}_{k} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{303}
\end{equation*}
$$

Meanwhile, the real symmetric matrix

$$
\begin{equation*}
\mathbb{S}_{k q}(\omega):=\frac{\left|S_{k q}(\omega)\right|^{2}}{S_{k k}(\omega) S_{q q}(\omega)} \tag{304}
\end{equation*}
$$

is referred to as "coherence" in the language of signal processing and provides a (frequency-resolved) measure of the correlations between any pair of elementary currents. With these definitions in hand, it is straightforward to find the corresponding quantities for any linear combination of the elementary currents: one simply sums over the corresponding coefficients as in Eq. (295). For example, the long-time covariance matrix is given by

$$
\begin{equation*}
D_{\alpha \beta}=\frac{d}{d t} \operatorname{Cov}\left(N_{\alpha}(t), N_{\beta}(t)\right)=\sum_{k, q} v_{\alpha k} D_{k q} v_{\beta q} \tag{305}
\end{equation*}
$$

FCS (Sec. IV) can be extended to study cross-correlations in a similar way, by introducing multiple counting fields $\chi_{\alpha}$ : one for each current specimen, pertaining to a total charge transfer $n_{\alpha}$. Let us use numerical labels for the different currents, $\alpha=1,2, \ldots$, allowing us to introduce a convenient vector notation $\boldsymbol{n}=\left(n_{1}, n_{2}, \ldots\right)$, $\chi=\left(\chi_{1}, \chi_{2}, \ldots\right)$, and $\boldsymbol{v}_{k}=\left(v_{1 k}, v_{2 k}, \ldots\right)$. The multicurrent analogue of Eq. (119) is then

$$
\begin{equation*}
P(\boldsymbol{n}, t)=\left(\prod_{\alpha} \int \frac{d \chi_{\alpha}}{2 \pi}\right) e^{-i \boldsymbol{n} \cdot \chi} \operatorname{tr}\left[\rho_{\chi}(t)\right] \tag{306}
\end{equation*}
$$

where $\rho_{\chi}$ is the solution of $d \rho_{\chi} / d t=\mathcal{L}_{\chi} \rho_{\chi}$, with

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=-i[H, \rho]+\sum_{k=1}^{r}\left(e^{i \boldsymbol{v}_{k} \cdot \chi} L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right) \tag{307}
\end{equation*}
$$

An important example of current-current correlations arises in heterodyne detection of the light emitted by an optical cavity. As discussed in Sec. II E 1, we split the jump operator entering the QME Eq. (15) into two as $L_{1}=L_{2}=\sqrt{\kappa / 2} a$ and take orthogonal phases for the reference currents $\phi_{1}=0$ and $\phi_{2}=\pi / 2$. The corresponding output currents are defined by choosing $\nu_{11}=\nu_{22}=$ $1 / \sqrt{\kappa}$ and $\nu_{12}=v_{21}=0$. From Eq. (298), we obtain the
current-current correlations

$$
\begin{align*}
& F_{11}(\tau)=\kappa^{-1} \delta(\tau)+\operatorname{Re}\left[\left\langle a^{\dagger}(\tau) a\right\rangle+\langle a(\tau) a\rangle\right]-J_{1}^{2} \\
& F_{22}(\tau)=\kappa^{-1} \delta(\tau)+\operatorname{Re}\left[\left\langle a^{\dagger}(\tau) a\right\rangle-\langle a(\tau) a\rangle\right]-J_{2}^{2} \\
& F_{12}(\tau)=\operatorname{Im}\left[\langle a(\tau) a\rangle+\left\langle a^{\dagger}(\tau) a\right\rangle\right] \\
& F_{21}(\tau)=\operatorname{Im}\left[\langle a(\tau) a\rangle-\left\langle a^{\dagger}(\tau) a\right\rangle\right] \tag{308}
\end{align*}
$$

By combining these correlations appropriately, we recover the complex functions that characterize the first-order optical coherence, discussed in Sec. IIID. This can be done succinctly by defining the complex current $I_{\text {Het }}(t)=\left[I_{1}(t)+i I_{2}(t)\right] / \sqrt{2}$, the average of which is $J_{\mathrm{Het}}=E\left[I_{\mathrm{Het}}(t)\right]=\langle a\rangle$, which is a complex number $J_{\mathrm{Het}}=$ $\left|J_{\text {Het }}\right| e^{i \varphi}$. It follows that

$$
\begin{align*}
& E\left[\delta I_{\mathrm{Het}}^{*}(t+\tau) \delta I_{\mathrm{Het}}(t)\right]=\kappa^{-1} \delta(\tau)+\left|J_{\mathrm{Het}}\right|^{2}\left(g^{(1)}(\tau)-1\right), \\
& E\left[\delta I_{\mathrm{Het}}(t+\tau) \delta I_{\mathrm{Het}}(t)\right]=\left|J_{\mathrm{Het}}\right|^{2}(\langle a(\tau) a\rangle-\cos 2 \varphi), \tag{309}
\end{align*}
$$

where $\delta I_{\mathrm{Het}}=I_{\mathrm{Het}}-J_{\mathrm{Het}}$. Therefore, both the emission spectrum, which depends on $g^{(1)}(\tau)$ [Eq. (111)], and the spectrum of squeezing, related to $\langle a(\tau) a\rangle$, can be inferred by monitoring temporal fluctuations of the heterodyne current.

## 2. Higher-order current correlations

So far, we have considered only the first two cumulants of the currents: namely, their averages and second-order correlation functions. Recent years have seen growing interest in higher-order cumulants of output currents in continuously measured quantum systems. Going beyond second-order correlations gives access to more detailed information on the system, allowing for more stringent comparisons between experimental data and theoretical models [141] or the detection of quantum measurement invasiveness [142], for example. Exact formulas for arbitrary current correlation functions have been derived using stochastic calculus methods in Refs. [118,143] for diffusive measurements and then generalized to quantum jump measurements in Ref. [144]. Analogous results for multitime correlation functions have been derived using a quasiprobability approach in Ref. [142] and directly from the QME in Ref. [145]. Here, we simply describe the results using the formalism of this tutorial and refer the interested reader to the original references for further details.

To find a general expression for current correlation functions, consider the generating functional

$$
\begin{equation*}
\mathcal{Z}[\chi(t)]=E\left[\exp \left(\sum_{k=1}^{r} \int_{0}^{t} d t^{\prime} \chi_{k}\left(t^{\prime}\right) I_{k}\left(t^{\prime}\right)\right)\right] \tag{310}
\end{equation*}
$$

Here, $I_{k}(t)$ is the elementary current corresponding to jump channel $k$, as in Eq. (296), and $\chi(t)=\left[\chi_{1}(t), \ldots, \chi_{\mathrm{r}}(t)\right]$ is a vector of arbitrary source functions which, as we will see, coincide with the counting fields in FCS (Sec. IV) up to a factor $i$. An arbitrary $M$-point correlation function can then be generated by functional differentiation of $\mathcal{Z}[\chi(t)]$, as [146]

$$
\begin{align*}
& E\left[I_{k_{1}}\left(t_{1}\right) \cdots I_{k_{M}}\left(t_{M}\right)\right] \\
& \quad=\left.\frac{\delta}{\delta \chi_{k_{1}}\left(t_{1}\right)} \cdots \frac{\delta}{\delta \chi_{k_{M}}\left(t_{M}\right)} \mathcal{Z}[\chi(t)]\right|_{\chi=0} . \tag{311}
\end{align*}
$$

We assume, without loss of generality, that the time arguments are ordered so that $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{M} \leq t$. As shown in Ref. [144], the generating functional can be expressed as

$$
\begin{equation*}
\mathcal{Z}[\chi(t)]=\operatorname{tr}\left\{\mathcal{T} \exp \left[\int_{0}^{t} d t^{\prime} \mathcal{L}_{\chi}\left(t^{\prime}\right)\right] \rho_{0}\right\} \tag{312}
\end{equation*}
$$

where $\mathcal{L}_{\chi}$ is a tilted Liouvillian. For quantum jumps, it reads

$$
\begin{equation*}
\mathcal{L}_{\chi}(t)=\mathcal{L}+\sum_{k=1}^{r}\left(e^{\chi_{k}(t)}-1\right) \mathcal{L}_{k} \tag{313}
\end{equation*}
$$

which is the multicurrent generalization of Eq. (116). Conversely, for diffusion [Eq. (299)], it becomes [143,144]

$$
\begin{equation*}
\mathcal{L}_{\chi}(t)=\mathcal{L}+\sum_{k=1}^{r}\left(\chi_{k}(t) \mathcal{H}_{k}+\frac{\chi_{k}(t)^{2}}{2}\right) \tag{314}
\end{equation*}
$$

which is the generalization of Eq. (124). All of these results can therefore be understood as an elegant generalization of the FCS results of Sec. IV B, to also describe the statistics of instantaneous currents.

However, the generating functional given in Eq. (312) contains more information than the standard FCS approach, since we can obtain arbitrary temporal correlation functions. If we assume that all time arguments are distinct, using Eq. (311) we obtain

$$
\begin{align*}
E & {\left[I_{k_{1}}\left(t_{1}\right) I_{k_{2}}\left(t_{2}\right) \cdots I_{k_{M}}\left(t_{M}\right)\right] } \\
& =\operatorname{tr}\left[\mathcal{L}_{k_{M}} \mathcal{S}\left(t_{M}, t_{M-1}\right) \mathcal{L}_{k_{M-1}} \cdots \mathcal{L}_{k_{1}} \mathcal{S}\left(t_{1}, 0\right) \rho_{0}\right] \tag{315}
\end{align*}
$$

where $\mathcal{S}\left(t, t^{\prime}\right)=e^{\mathcal{L}\left(t-t^{\prime}\right)}$ is the time-evolution operator and the result holds for $0<t_{1}<\cdots<t_{M}<t$. Equation (315) is the natural generalization of Eqs. (297) and (298) to arbitrary $M$-point functions and it shares the same intuitive mathematical structure. For diffusive currents, the same expression holds but with the replacement $\mathcal{L}_{k} \rightarrow$ $\mathcal{H}_{k}$ [143]. This result can also be derived through more
elementary methods, by generalizing the argument of Appendix E to multiple distinct time points [118].

When two or more time arguments coincide, however, the correlation function is singular, e.g., the delta-function singularity of the two-point function, $F\left(t_{1}, t_{2}\right) \sim K \delta\left(t_{1}-\right.$ $t_{2}$ ) [cf. Eq. (67)]. To regulate these divergences systematically, one can consider the smoothed currents

$$
\begin{equation*}
I_{k}[f]=\int_{0}^{t} d t^{\prime} f\left(t-t^{\prime}\right) I_{k}\left(t^{\prime}\right) \tag{316}
\end{equation*}
$$

Here, the filter function $f(t)$ could, e.g., represent a lowpass filter that removes high-frequency components of the white noise [see Appendix G]. Such filtering emerges in any real measurement due to the finite response time of the measuring apparatus and is therefore quite natural from an experimental as well as from a mathematical point of view.

Smoothed correlation functions can be found from partial differentiation of a modified generating function, as [143]

$$
\begin{equation*}
E\left[I_{k_{1}}\left[f_{1}\right] \cdots I_{k_{M}}\left[f_{M}\right]\right]=\left.\frac{\partial}{\partial \epsilon_{1}} \cdots \frac{\partial}{\partial \epsilon_{M}} \mathcal{Z}_{\epsilon}\left[\left\{f_{m}(t)\right\}\right]\right|_{\epsilon=0} \tag{317}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}_{\epsilon}\left[\left\{f_{m}(t)\right\}\right]=E\left[\exp \left(\sum_{m=1}^{M} \epsilon_{m} I_{k_{m}}\left[f_{m}\right]\right)\right] \tag{318}
\end{equation*}
$$

This is simply a special case of the generating functional in Eq. (310), obtained by choosing the source functions

$$
\begin{equation*}
\chi_{k}(t)=\sum_{m=1}^{M} \epsilon_{m} f_{m}(t) \delta_{k, k_{m}} \tag{319}
\end{equation*}
$$

Therefore, an explicit expression for $\mathcal{Z}_{\epsilon}\left[\left\{f_{m}(t)\right\}\right]$ is obtained by substituting Eq. (319) into Eq. (313) (or Eq. (314) in the diffusive case).

To clarify how this procedure works in practice, consider the following example. Suppose that we are interested in the smoothed currents

$$
\begin{equation*}
\tilde{I}_{k}(t)=\int_{0}^{t} d t^{\prime} \Lambda e^{-\Lambda\left(t-t^{\prime}\right)} I_{k}\left(t^{\prime}\right) \tag{320}
\end{equation*}
$$

where $\Lambda$ is the bandwidth of a low-pass filter, modeled here by a simple exponential response in the time domain.

We wish to compute the correlation functions

$$
\begin{equation*}
\tilde{F}_{k_{1} k_{2}}\left(t_{1}, t_{2}\right)=E\left[\tilde{I}_{k_{1}}\left(t_{1}\right) \tilde{I}_{k_{2}}\left(t_{2}\right)\right]-E\left[\tilde{I}_{k_{1}}\left(t_{1}\right)\right] E\left[\tilde{I}_{k_{2}}\left(t_{2}\right)\right] . \tag{321}
\end{equation*}
$$

This can be achieved by introducing the filter functions

$$
\begin{equation*}
f_{m}(t)=\Theta\left(t_{m}-t\right) \Lambda e^{-\Lambda\left(t_{m}-t\right)} \tag{322}
\end{equation*}
$$

where $\Theta(t)$ is the unit step function, so that $\tilde{I}_{k}\left(t_{m}\right)=$ $I_{k}\left[f_{m}\right]$ in the notation of Eq. (316). The modified generator entering Eq. (312) becomes

$$
\mathcal{L}_{\chi}(t)= \begin{cases}\mathcal{L}+\sum_{m=1}^{2}\left(e^{\epsilon_{m} f_{m}(t)}-1\right) \mathcal{L}_{k_{m}} & \left(k_{1} \neq k_{2}\right)  \tag{323}\\ \mathcal{L}+\left(e^{\epsilon_{1} f_{1}(t)+\epsilon_{2} f_{2}(t)}-1\right) \mathcal{L}_{k_{1}} & \left(k_{1}=k_{2}\right)\end{cases}
$$

All other $\chi_{k}(t)$ have been set directly to zero, since we ${\underset{\sim}{\sim}}^{\text {are only }} \tilde{\sim}^{\text {interested in correlation functions for the currents }}$ $\tilde{I}_{k_{1}}$ and $\tilde{I}_{k_{2}}$. Assuming, for simplicity, that $\rho_{0}=\rho_{\mathrm{ss}}$ is the steady state, we find the average current [147]

$$
\begin{align*}
E\left[\tilde{I}_{k_{1}}\left(t_{1}\right)\right] & =\left.\frac{\partial \mathcal{Z}_{\boldsymbol{\epsilon}}}{\partial \epsilon_{1}}\right|_{\epsilon=0} \\
& =\int_{0}^{t} d t^{\prime} \operatorname{tr}\left[\mathcal{S}\left(t, t^{\prime}\right) f_{1}\left(t^{\prime}\right) \mathcal{L}_{k_{1}} \mathcal{S}\left(t^{\prime}, 0\right) \rho_{\mathrm{ss}}\right] \\
& =\int_{0}^{t} d t^{\prime} f_{1}\left(t^{\prime}\right) \operatorname{tr}\left[\mathcal{L}_{k_{1}} \rho_{\mathrm{ss}}\right] \tag{324}
\end{align*}
$$

Clearly, this is consistent with Eq. (297) and for $\Lambda t_{1} \gg 1$ we obtain simply $E\left[\tilde{I}_{k_{1}}\left(t_{1}\right)\right] \approx J_{k_{1}}$. Similarly, the steadystate two-point function is given by

$$
\begin{align*}
& E\left[\tilde{I}_{k_{1}}\left(t_{1}\right) \tilde{I}_{k_{2}}\left(t_{2}\right)\right] \\
&=\left.\frac{\partial^{2} \mathcal{Z}_{\epsilon}}{\partial \epsilon_{1} \partial \epsilon_{2}}\right|_{\epsilon=0}=\delta_{k_{1} k_{2}} \Delta\left(t_{1}-t_{2}\right) J_{k_{1}} \\
&+\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} f_{1}\left(t^{\prime}\right) f_{2}\left(t^{\prime \prime}\right) \operatorname{tr}\left[\mathcal{L}_{k_{1}} \mathcal{S}\left(t^{\prime}, t^{\prime \prime}\right) \mathcal{L}_{k_{2}} \rho_{\mathrm{ss}}\right] \\
&+\int_{0}^{t} d t^{\prime} \int_{0}^{t^{\prime}} d t^{\prime \prime} f_{2}\left(t^{\prime}\right) f_{1}\left(t^{\prime \prime}\right) \operatorname{tr}\left[\mathcal{L}_{k_{2}} \mathcal{S}\left(t^{\prime}, t^{\prime \prime}\right) \mathcal{L}_{k_{1}} \rho_{\mathrm{ss}}\right] \tag{325}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta\left(t_{1}-t_{2}\right)=\int_{0}^{t} d t^{\prime} f_{1}\left(t^{\prime}\right) f_{2}\left(t^{\prime}\right) \approx \frac{\Lambda}{2} e^{-\Lambda\left|t_{1}-t_{2}\right|} \tag{326}
\end{equation*}
$$

where the final approximation holds for $\Lambda\left(t_{1}+t_{2}\right) \gg 1$.
These results are, of course, fully consistent with Eq. (298) and they become exactly equivalent in the limit of infinite detector bandwidth, $\Lambda \rightarrow \infty$. In fact, we could
have derived Eq. (325) directly by convolution of Eq. (298) with the filter functions given in Eq. (322). However, the present approach allows systematic computation of higherorder cumulants as well, by appropriately modifying the source fields entering the generator $\mathcal{L}_{\chi}(t)$. While a general expression for such cumulants can be formally written down [143], it is typically easier to find the specific correlation function of interest by constructing the generating function and computing its derivatives explicitly. Finally, we note that the generating functional approach can be extended to account for dark counts (where jumps are erroneously registered by the detector), finite detection efficiencies, and mixed detection schemes with both quantum jump and diffusive output currents (for details, see Ref. [144]).

## D. Quantum sensing and metrology

Continuous quantum measurements offer the ideal platform for sensing and metrology. The output currents are associated with direct clicks in a detector and therefore form a classical time series of random outcomes. Using methods such as maximum likelihood, one can use these outcomes to estimate parameters of the model; i.e., which enter in the system Hamiltonian or the jump operators. In other words, we can use a continuously measured system as a sensor. Quantum sensing and metrology is now a broad and fertile field of research [148,149]. In this section, we focus on aspects of it that pertain specifically to continuously measured systems. We will assume that the reader has some knowledge of quantum metrology; in particular, the concept of the quantum Fisher information (QFI). For a concise introduction to the subject, see Ref. [148].

In the standard paradigm of quantum metrology, a system is prepared in some state $\rho_{\theta}$, which depends on a certain unknown parameter $\theta$. The standard procedure is then to measure $\rho_{\theta}$, obtaining a random outcome $X$. Afterward, the system is reset, i.e., prepared again in $\rho_{\theta}$, and the protocol is repeated. The theory of quantum metrology aims to determine: (i) what kind of measurement is able to extract the most information about $\theta$ and (ii) how quantum resources such as entanglement and squeezing can provide a boost in sensitivity compared to the classical case.

The continuous-measurement metrology paradigm is slightly different. The state of the system is never reset. Instead, it is continuously measured in the steady state, leading to a series of outcomes, which are now correlated with each other (as explored extensively in this tutorial). These outcomes are, e.g., the random increments $d N_{k}$ obtained at each time step of a quantum jump trajectory (Sec. II C). For simplicity, we will denote them more generally as $X_{1}, X_{2}, \ldots$. Notwithstanding this fundamental difference in paradigm, the two basic questions remain the same. For example, depending on the system and the
parameter being estimated, different unravelings may lead to more or less precision.

Techniques for doing metrology with quantum continuous measurements have been studied in Refs. [150-154] and have recently been applied to estimate temperature in a model akin to example A with $\Omega=0$ [155]. These references have developed tools for computing, e.g., the maximum-likelihood estimators directly from quantum trajectories. In addition, they also discuss how to obtain the corresponding Fisher information (FI). Given a certain trajectory, with data points $X_{1}, X_{2}, \ldots$ and corresponding probability distribution $P\left(x_{1}, x_{2}, \ldots\right)$, the FI is defined as

$$
\begin{equation*}
\mathcal{F}(\theta)=\sum_{x_{1}, x_{2}, \ldots} P\left(x_{1}, x_{2}, \ldots\right)\left(\frac{\partial}{\partial \theta} \ln P\left(x_{1}, x_{2}, \ldots\right)\right)^{2} \tag{327}
\end{equation*}
$$

The usefulness of the FI lies in the Cramer-Rao bound (CRB): let $Q\left(X_{1}, X_{2}, \ldots\right)$ denote any function of the data-it then follows that

$$
\begin{equation*}
\operatorname{Var}(Q) \geqslant \frac{\left[\partial_{\theta} E(Q)\right]^{2}}{\mathcal{F}(\theta)} \tag{328}
\end{equation*}
$$

The FI therefore bounds the fluctuations of any quantity. For example, suppose that we choose $Q\left(X_{1}, X_{2}, \ldots\right)$ so that $E(Q)=\theta$ is the very parameter we are trying to estimate (this is called an unbiased estimator). In this case, the CRB (328) reduces to $\operatorname{Var}(Q) \geqslant 1 / \mathcal{F}(\theta)$; the FI therefore imposes a constraint on the error of the unbiased estimator. More generally, if the estimator is biased and we define the bias as $b(\theta)=E(Q)-\theta$, then Eq. (328) yields $\operatorname{Var}(Q) \geqslant\left(1+\partial_{\theta} b\right)^{2} / \mathcal{F}(\theta)$, which is called the CRB for biased estimators.

For any unraveling, there will be an associated FI, since the shape of the data and its distribution will be different in each case. Computing the FI for specific unravelings can seldom be done analytically and techniques for obtaining it numerically have been developed in Refs. [150,154]. The QFI, on the other hand, represents the maximization of the FI over all possible unravelings. And, interestingly, this can be written down in a compact and elegant way, as first discovered in Ref. [153]. The proof, for which we defer to the original paper, uses methods very similar to those developed in Sec. IV D on FCS, as well as the perturbation theory methods used in Sec. V D. Consider a general Lindblad equation of the form given in Eq. (5). Assume that both $H$ and the $L_{k}$ can depend on a certain parameter $\theta$. Then, the QFI associated with measuring for a sufficiently large time $\tau$ is given asymptotically by [153]

$$
\begin{align*}
\mathcal{F}(\theta)= & 4 \tau\left(\sum_{k}\left\langle\left(\partial_{\theta} L_{k}\right)^{\dagger}\left(\partial_{\theta} L_{k}\right)\right\rangle-\left\langle\langle\mathbb{1}| \mathcal{L}_{L} \mathcal{L}^{+} \mathcal{L}_{R} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \\
& -\left\langle\mathbb{\mathbb { 1 } | \mathcal { L } _ { R } \mathcal { L } ^ { + } \mathcal { L } _ { L } | \rho _ { \mathrm { ss } } \rangle )}\right. \tag{329}
\end{align*}
$$

The first term is an expectation value in the steady state. In the other two, $\mathcal{L}^{+}$is the Drazin inverse [Eq. (169)], while $\mathcal{L}_{L(R)}$ are superoperators defined as

$$
\begin{gather*}
\mathcal{L}_{L} \rho=-i\left(\partial_{\theta} H_{\mathrm{eff}}\right) \rho+\sum_{k}\left(\partial_{\theta} L_{k}\right) \rho L_{k}^{\dagger}  \tag{330}\\
\quad \mathcal{L}_{R} \rho=i \rho\left(\partial_{\theta} H_{\mathrm{eff}}^{\dagger}\right)+\sum_{k} L_{k} \rho\left(\partial_{\theta} L_{k}^{\dagger}\right) \tag{331}
\end{gather*}
$$

where $H_{\text {eff }}=H-i / 2 \sum_{k} L_{k}^{\dagger} L_{k}$ [Eq. (21)]. Thus, to compute the QFI we only need to have access to the Drazin inverse. This is similar in complexity to computing the noise [as per Eq. (177)].

Note how Eq. (329) depends linearly on the total measured time $\tau$. This means that the mean-squared error in the estimation is going to decrease as $1 / \tau$. The longer we measure, the higher is the precision with which we can estimate the parameter. The origin of this linear dependence is related to the fact that, even though the outcomes of a continuous measurement are correlated, this correlation still decays with time. That is, a click in a given time will be correlated with clicks at past times but the correlation between clicks becomes negligible if they are very far apart. This has recently been proven in Ref. [156].

Equation (329) often simplifies considerably, since the parameter $\theta$ is usually only encoded in either the $L_{k}$ or $H$. For example, if it is encoded in $H$ only, it reduces to

$$
\begin{equation*}
\mathcal{F}(\theta)=-4 \tau \operatorname{tr}\left[\left(\partial_{\theta} H\right) \mathcal{L}^{+}\left(\left\{\rho_{\mathrm{ss}}, \partial_{\theta} H\right\}\right)\right] \tag{332}
\end{equation*}
$$

which we now wrote in nonvectorized notation for clarity.
In general, we interpret $\mathcal{F}(\theta)$ as the amount of information about $\theta$ contained in the continuous-measurement data. Equivalently, $\mathcal{F}(\theta)$ is the sensitivity of the statistics of the data to small changes in the parameter. The QFI corresponds to a maximization of this information over all possible unravelings. Thus, in general, it is not readily accessible experimentally, as we never have access to all possible unravelings. Notwithstanding, it provides a crucial upper bound: no unraveling can do any better.

## 1. QFI for example $A$

To illustrate the idea, consider example A. For simplicity, we take $\bar{N}=\Delta=0$, so we can use the Drazin inverse in Eq. (180). The Hamiltonian is then simply $H=\Omega \sigma_{x}$. First, suppose that the parameter we wish to measure is the Rabi frequency $\Omega$ in Eq. (8). Then, Eq. (332) applies and we obtain the remarkably simple result

$$
\begin{equation*}
\mathcal{F}(\Omega)=\frac{16 \tau}{\gamma} \tag{333}
\end{equation*}
$$

The QFI in this case is independent of $\Omega$ and inversely proportional to the bath coupling strength. This happens
because large couplings tend to reduce the Rabi oscillations.

Next, suppose that we wish to estimate $\gamma$. In this case, the only dependence is on the jump operator $L=\sqrt{\gamma} \sigma_{-}$. We then find that

$$
\begin{equation*}
\mathcal{F}(\gamma)=\frac{4 \tau \Omega^{2}}{\gamma^{3}+8 \gamma \Omega^{2}} \tag{334}
\end{equation*}
$$

As a sanity check, this vanishes for zero Rabi drive ( $\Omega=$ 0 ): no excitations are created in the system and hence there is no current, even at the stochastic level.

## E. Fluctuation theorems, the fluctuation-dissipation theorem, and the Onsager reciprocal relations <br> 1. Fluctuation theorems

Fluctuation theorems are powerful relations that hold arbitrarily far from equilibrium and relate the probabilities for a system trajectory, $X$, to its time reverse, $X_{\text {tr }}$ [19,157-159]. They take the general form

$$
\begin{equation*}
\frac{P\left(X_{\mathrm{tr}}\right)}{P(X)}=e^{-\sigma(X)} \tag{335}
\end{equation*}
$$

where $\sigma(X)$ denotes the entropy production along the trajectory $X$. The fluctuation theorem thus states that if a trajectory produces a sizable amount of entropy $(\sigma \gg 1)$, it is exponentially unlikely for its time reverse to occur. This explains why in macroscopic systems (where entropy production becomes large), we only observe processes with positive entropy production.

From Eq. (335), a so-called integral fluctuation theorem may be derived by multiplying with $P(X)$ and summing over all possible trajectories [160]:

$$
\begin{equation*}
\left\langle e^{-\sigma(X)}\right\rangle=1 \tag{336}
\end{equation*}
$$

where the average is over the distribution $P(X)$. Using Jensen's inequality, it can be shown that Eq. (336) implies the second law of thermodynamics:

$$
\begin{equation*}
\langle\sigma(X)\rangle \geq 0 \tag{337}
\end{equation*}
$$

While negative entropy production is a possibility, the average value of $\sigma$ always has to be nonnegative. The fluctuation theorem may thus be seen as a generalization of the second law of thermodynamics to systems where fluctuations matter.

In the setting of this tutorial, we may derive a fluctuation theorem from FCS [161-164]. We consider a scenario in which the system is connected to multiple reservoirs, which we label $\alpha$ [see, e.g., example B and Eq. (11)]. This means that we can define a one-to-one function $\alpha(k)$, which associates each jump operator $L_{k}$ with a single reservoir $\alpha$. The trajectory $X$ in the fluctuation theorem will
then be the net charges $\left\{N_{\alpha}\right\}$ flowing to each reservoir, which we can build using Eq. (295), for multiple current specimens, but with weights $v_{\alpha k}$, which are such that a given $k$ only appears in one charge $N_{\alpha}$.

Not all master equations will satisfy a fluctuation theorem; to do so, there is a fundamental condition that they must satisfy, called local detailed balance. It consists of the assumption that the jump operators always come in pairs: for each $L_{k}$, there always exists another jump operator $L_{k^{\prime}}$ belonging to the same bath $\left(\alpha\left(k^{\prime}\right)=\alpha(k)\right)$, such that

$$
\begin{equation*}
L_{k}=L_{k^{\prime}}^{\dagger} e^{v_{\alpha k} \sigma_{\alpha} / 2} \tag{338}
\end{equation*}
$$

In this and what follows, we will leave the dependence $\alpha=$ $\alpha(k)$ implicit. The $v_{\alpha k}$ are the weight factors in $N_{\alpha}(t)$ and, for the formula to be consistent, they must satisfy $v_{\alpha k^{\prime}}=$ $-v_{\alpha k}$. The quantities $\sigma_{\alpha}$ appearing in Eq. (338) represent the entropy production associated with the pair of jumps $k$ and $k^{\prime}$. In the most common case, if $L_{k}$ exchanges an energy $\varepsilon_{k}$ with its bath, then $L_{k^{\prime}}$ exchanges $\varepsilon_{k^{\prime}}=-\varepsilon_{k}$. The associated entropy production is $\sigma_{\alpha}=\varepsilon_{k} / T_{\alpha}$, so that the entropy produced by $L_{k}$ is $v_{\alpha k} \sigma_{\alpha}$, while that produced by $L_{k^{\prime}}$ is $-v_{\alpha k} \sigma_{\alpha}$.

Here, we focus on the case in which both the Hamiltonian as well as the jump operators obey time-reversal symmetry,

$$
\begin{equation*}
\Theta H \Theta^{-1}=H, \quad \Theta L_{k} \Theta^{-1}=L_{k}, \tag{339}
\end{equation*}
$$

where $\Theta$ denotes the antiunitary time-reversal operator [165,166], which obeys $\Theta i=-i \Theta$ and $\Theta^{2}= \pm 1$. For $\Theta^{2}=1$, which is the case for particles with integer spin (or no spin), Eq. (339) implies that we may construct a basis where $H$ and $L_{k}$ are real-valued matrices. In the following, we focus on this case for simplicity. The final results also hold for $\Theta^{2}=-1$, as shown in Appendix $S$.

In vectorized notation, the tilted Liouvillian in Eq. (307) may be written as [cf. Eq. (158)]

$$
\begin{align*}
\mathcal{L}_{\chi}= & -i\left(\mathbb{1} \otimes H-H^{\mathrm{T}} \otimes \mathbb{1}\right)+\sum_{k=1}^{r}\left[e^{i \nu_{\alpha k} \chi_{\alpha}} L_{k}^{*} \otimes L_{k}\right. \\
& \left.-\frac{1}{2} \mathbb{1} \otimes L_{k}^{\dagger} L_{k}-\frac{1}{2}\left(L_{k}^{\dagger} L_{k}\right)^{\mathrm{T}} \otimes \mathbb{1}\right] \tag{340}
\end{align*}
$$

where there is a single counting field $\chi_{\alpha}$ associated with each current $N_{\alpha}$ and we have also used the fact that each $k$ appears only in a single $\alpha$ to write $\boldsymbol{v}_{k} \cdot \boldsymbol{\chi}=v_{\alpha k} \chi_{\alpha}$ [cf. Eq. (307)]. For real-valued $H$ and $L_{k}$, the local detailedbalance condition in Eq. (338) implies that

$$
\begin{equation*}
e^{i \nu_{\alpha k}\left(-\chi_{\alpha}+i \sigma_{\alpha}\right)} L_{k} \otimes L_{k}=e^{i v_{\alpha k^{\prime}} \chi_{\alpha}} L_{k^{\prime}}^{\mathrm{T}} \otimes L_{k^{\prime}}^{\mathrm{T}} \tag{341}
\end{equation*}
$$

which in turn implies the symmetry (using $H=H^{\mathrm{T}}$ ) [167]

$$
\begin{equation*}
\mathcal{L}_{-\chi+i \sigma}=\mathcal{L}_{\chi}^{\mathrm{T}} \tag{342}
\end{equation*}
$$

where $\sigma$ is a vector with entries $\sigma_{\alpha}$. Because transposition of a matrix does not affect its eigenvalues, the SCGF in Eq. (137) (which is the eigenvalue of the tilted Liouvillian with the largest real part) exhibits a similar symmetry:

$$
\begin{equation*}
C(\chi)=C(-\chi+i \sigma) \tag{343}
\end{equation*}
$$

For the long-time probability distribution, this implies, via Eq. (136),

$$
\begin{equation*}
\frac{P(-\boldsymbol{n}, t)}{P(\boldsymbol{n}, t)}=e^{-\boldsymbol{n} \cdot \boldsymbol{\sigma}} \tag{344}
\end{equation*}
$$

When the $n_{\alpha}$ count excitations exchanged with the environment, Eq. (344) is known as an exchange fluctuation theorem [168]. From Eq. (344), an integral fluctuation theorem may be derived in analogy to Eqs. (336) and (337):

$$
\begin{equation*}
\left\langle e^{-\boldsymbol{n} \cdot \boldsymbol{\sigma}}\right\rangle=1 \Rightarrow\langle\boldsymbol{n}\rangle \cdot \boldsymbol{\sigma} \geq 0 \tag{345}
\end{equation*}
$$

where the average is over the distribution $P(n, t)$ and the inequality is obtained using Jensen's inequality. We note that we have only used Eqs. (338) and (339) to derive the fluctuation theorem, without assuming anything on the $\sigma_{\alpha}$. Equation (344) may thus be applicable to systems describing nonthermal reservoirs.

We note that for broken time-reversal symmetry, similar fluctuation theorems may be derived $[169,170]$. In that case, the probability distribution in the denominator of Eq. (344) has to be replaced with the distribution describing the time-reversed scenario.

## 2. Fluctuation theorem for example B

Consider example B , a quantum dot coupled to two electronic reservoirs [cf. Sec. II B 2], where we count the electrons entering and leaving to each reservoir independently. With the master equation in Eq. (11), this corresponds to the weights $\nu_{ \pm}^{\alpha}= \pm 1$. Since the rates in the master equation obey

$$
\begin{equation*}
\frac{\gamma_{+}^{\alpha}}{\gamma_{-}^{\alpha}}=e^{-\beta_{\alpha}\left(\omega-\mu_{\alpha}\right)}, \tag{346}
\end{equation*}
$$

the relation in Eq. (338) is fulfilled, with $\sigma_{\alpha}=-\beta_{\alpha}(\omega-$ $\mu_{\alpha}$ ). The quantity $\sigma_{\alpha}$ gives the entropy production associated with an electron entering the quantum dot from reservoir $\alpha$. The fluctuation theorem in Eq. (344) then
reduces to

$$
\begin{equation*}
P\left(-n_{L},-n_{R}, t\right)=P\left(n_{L}, n_{R}, t\right) e^{\sum_{\alpha=L, R} n_{\alpha} \beta_{\alpha}\left(\omega-\mu_{\alpha}\right)} \tag{347}
\end{equation*}
$$

This relation may further be simplified by using the fact that in the long-time limit, $n_{L} \simeq-n_{R}$ due to current conservation (i.e., the current entering from the left reservoir matches the current leaving to the right reservoir). Formally, this can be shown by introducing the unitary superoperator

$$
\begin{equation*}
\mathcal{U}(\bullet)=e^{i \frac{X R}{2} c^{\dagger} c}(\bullet) e^{i \frac{X R}{2} c^{\dagger} c}, \quad \mathcal{U}^{\dagger}(\bullet)=e^{-i \frac{X R}{2} c^{\dagger} c}(\bullet) e^{-i \frac{X R}{2} c^{\dagger} c} . \tag{348}
\end{equation*}
$$

One may then show that

$$
\begin{equation*}
\mathcal{U}^{\dagger} \mathcal{L}_{\chi_{L}, \chi_{R}} \mathcal{U}=\mathcal{L}_{\chi_{L}-\chi_{R}, 0} \tag{349}
\end{equation*}
$$

Since a unitary transformation does not change the eigenvalues of a matrix, the SCGF has the symmetry

$$
\begin{equation*}
C\left(\chi_{L}, \chi_{R}\right)=C\left(\chi_{L}-\chi_{R}, 0\right) \tag{350}
\end{equation*}
$$

It is straightforward to show that for the probability distribution, this implies that

$$
\begin{equation*}
P\left(n_{L}, n_{R}, t\right)=P\left(n_{L}\right) \delta_{n_{L},-n_{R}} \tag{351}
\end{equation*}
$$

With this relation, the fluctuation theorem in Eq. (347) reduces to the more familiar form [161,171,172],

$$
\begin{equation*}
\frac{P(-n, t)}{P(n, t)}=e^{n\left[\beta_{L}\left(\omega-\mu_{L}\right)-\beta_{R}\left(\omega-\mu_{R}\right)\right]} \underset{\beta_{L}=\beta_{R}}{ } e^{-n \beta e V} \tag{352}
\end{equation*}
$$

where $n$ denotes the number of electrons that have passed from the left to the right reservoir (which may be measured at either reservoir) and we have introduced the bias voltage $e V=\mu_{L}-\mu_{R}$. The fluctuation theorem in Eq. (352) may also be shown to hold for the explicit probability distribution presented in Eq. (141) (where $\gamma_{R} \ll \gamma_{L}$ ) by using $I_{n}(z)=I_{-n}(z)$ and the relation

$$
\begin{equation*}
\frac{f_{\alpha}}{1-f_{\alpha}}=e^{-\beta_{\alpha}\left(\omega-\mu_{\alpha}\right)} \tag{353}
\end{equation*}
$$

## 3. Fluctuation-dissipation theorem

The fluctuation-dissipation theorem relates fluctuations in thermal equilibrium to linear-response coefficients [173, 174]. A prominent example is the thermal noise in a twoterminal electric conductor, which reads [11]

$$
\begin{equation*}
S(\omega)=\omega \operatorname{coth}\left(\frac{\omega}{2 T}\right) G(\omega) \xrightarrow{\omega \rightarrow 0} S(0)=2 T G(0) \tag{354}
\end{equation*}
$$

where $G(\omega)$ denotes the frequency-dependent ac conductance [175]. The power spectrum in equilibrium thus contains information on the linear response of the system.

More generally, if a continuity equation relates the measured currents to an observable in the system, a fluctuationdissipation theorem may be exploited to access linearresponse coefficients. For an example with energy currents, see Ref. [176]. While the fluctuation-dissipation theorem traditionally describes the linear response around thermal equilibrium, it has been extended to nonequilibrium steady states [177,178]. In the following, we will focus on the zero-frequency limit of the fluctuation-dissipation theorem (for a finite-frequency approach to FCS, see Ref. [179]).

From the fluctuation theorem, a fluctuation-dissipation theorem may be derived [19]. To this end, we introduce the notion of equilibrium. In equilibrium, we expect any process to be equally likely to its time reverse. This implies that $P(\boldsymbol{n}, t)=P(-\boldsymbol{n}, t)$. Inspecting Eq. (344), this happens only if $\boldsymbol{\sigma} \cdot \boldsymbol{n}=0$, which is certainly not true for any values of $n_{\alpha}$. However, we note that Eq. (344) only holds in the long-time limit, where the conservation laws generally impose strong conditions on the probability distribution, as exemplified in Eq. (351). Here, we assume that these conservation laws impose the condition

$$
\begin{equation*}
P(\boldsymbol{n}, t) \propto \delta_{\boldsymbol{\sigma}_{\mathrm{eq}} \cdot \boldsymbol{n}, 0} \tag{355}
\end{equation*}
$$

where $\sigma_{\text {eq }}$ denotes the value that $\sigma$ takes in equilibrium, which is usually of the form $\sigma_{\alpha}=\beta\left(\varepsilon_{\alpha}-\mu\right)$, determined by a single temperature and chemical potential for all reservoirs. In this case, the Kronecker delta in Eq. (355) ensures energy conservation, i.e., $\sum_{\alpha} n_{\alpha} \varepsilon_{\alpha}=0$. It also ensures that no entropy is produced in equilibrium, which allows us to effectively set $\boldsymbol{\sigma}_{\text {eq }} \cdot \boldsymbol{n}=0$. Since this is zero, adding $\boldsymbol{\sigma}_{\text {eq }} \cdot \boldsymbol{n}$ to the exponent of Eq. (344) therefore allows us to recast the fluctuation theorem as

$$
\begin{equation*}
\frac{P(-\boldsymbol{n}, t)}{P(\boldsymbol{n}, t)}=e^{-\boldsymbol{n} \cdot \boldsymbol{\delta}} \Rightarrow\left\langle e^{-\boldsymbol{n} \cdot \boldsymbol{\delta}}\right\rangle=1 \tag{356}
\end{equation*}
$$

where $\delta=\sigma-\sigma_{\text {eq }}$.
Note that the quantity appearing in the integral fluctuation theorem in Eq. (356) has the form of a momentgenerating function [cf. Eq. (131)]. Its logarithm may thus be expanded in the cumulants of $\boldsymbol{n}$ as [160]

$$
\begin{equation*}
0=\ln \left\langle e^{-\boldsymbol{n} \cdot \boldsymbol{\delta}}\right\rangle=\sum_{j=1}^{\infty} \frac{(-1)^{j}}{j!}\left\langle\left\langle(\boldsymbol{\delta} \cdot \boldsymbol{n})^{j}\right\rangle\right\rangle \tag{357}
\end{equation*}
$$

where the first equality directly follows from the integral fluctuation theorem. Taking the derivative with respect to $\delta_{\alpha}$ and $\delta_{\beta}$ and subsequently setting $\boldsymbol{\delta}=0$ then results in

$$
\begin{equation*}
\left.\partial_{\delta_{\alpha}}\left\langle\left\langle n_{\beta}\right\rangle\right\rangle\right|_{\delta=0}+\left.\partial_{\delta_{\beta}}\left\langle\left\langle n_{\alpha}\right\rangle\right\rangle\right|_{\delta=0}=\left.\left\langle\left\langle n_{\alpha} n_{\beta}\right\rangle\right\rangle\right|_{\delta=0} \tag{358}
\end{equation*}
$$

Taking a time derivative as well as the long-time limit, this relation reduces to the fluctuation-dissipation relation (cf.

Sec. VI C)

$$
\begin{align*}
\left.D_{\alpha \beta}\right|_{\delta=0} & =\left.\partial_{\delta_{\alpha}} J_{\beta}\right|_{\delta=0}+\left.\partial_{\delta_{\beta}} J_{\alpha}\right|_{\delta=0} \\
& =\left.2 \partial_{\delta_{\alpha}} J_{\beta}\right|_{\delta=0} \tag{359}
\end{align*}
$$

where the last equation follows from the Onsager reciprocal relations in Eq. (362) below. If we apply Eq. (358) to example B, discussed in Sec. VIE 2, we recover the zerofrequency version of the fluctuation-dissipation theorem in Eq. (354), with the conductance $G(0)=\partial_{V} J$ and voltage $e V=\mu_{L}-\mu_{R}$. For this result that involves the electrical current and noise, the weight factors should be chosen as $\nu_{ \pm}= \pm e$, with $e$ denoting the charge of the electron.

In analogy to Eq. (358), similar relations for nonlinear response currents can be obtained by taking higher-order derivatives of Eq. (357) with respect to $\delta_{\alpha}[171,180,181]$.

## 4. Onsager reciprocal relations

We introduce the linear-response coefficients

$$
\begin{equation*}
L_{\alpha \beta}=\left.\partial_{\delta_{\beta}} J_{\alpha}\right|_{\delta=0} \tag{360}
\end{equation*}
$$

These coefficients define a positive-semidefinite matrix. This can be shown from the positivity of the entropy production, which follows from Eq. (356). In linear response, we may write

$$
\begin{equation*}
\langle\boldsymbol{n} \cdot \boldsymbol{\delta}\rangle=\sum_{\alpha, \beta} \delta_{\alpha} L_{\alpha \beta} \delta_{\beta} \geq 0 \tag{361}
\end{equation*}
$$

which, since $\delta_{\alpha}$ may be chosen arbitrarily, implies that the matrix with entries $L_{\alpha \beta}$ is positive semidefinite. The Onsager reciprocal relations state that, for time-reversal symmetric systems, this matrix is also symmetric [182,183]:

$$
\begin{equation*}
L_{\alpha \beta}=L_{\beta \alpha} \tag{362}
\end{equation*}
$$

This follows from the fluctuation theorem [19] in Eq. (356) by considering the SCGF, which obeys the symmetry

$$
\begin{equation*}
C(\boldsymbol{\chi}, \boldsymbol{\delta})=C(-\boldsymbol{\chi}+i \boldsymbol{\delta}, \boldsymbol{\delta}) \tag{363}
\end{equation*}
$$

where we treat the SCGF as a function of the two variables $\chi$ and $\delta$. In terms of the SCGF, the Onsager coefficients may be written as

$$
\begin{equation*}
L_{\alpha \beta}=-\left.i \partial_{\delta_{\beta}} \partial_{\chi_{\alpha}} C(\chi, \delta)\right|_{\chi=\delta=0} \tag{364}
\end{equation*}
$$

Differentiating Eq. (363), one may show that

$$
\begin{align*}
\left.\partial_{\delta_{\beta}} \partial_{\chi_{\alpha}} C(\chi, \delta)\right|_{\chi=\delta=0} & =-\left.\frac{i}{2} \partial_{\chi_{\beta}} \partial_{\chi_{\alpha}} C(\chi, \delta)\right|_{\chi=\delta=0} \\
& =\left.\partial_{\delta_{\alpha}} \partial_{\chi_{\beta}} C(\chi, \delta)\right|_{\chi=\delta=0} \tag{365}
\end{align*}
$$

From this equation, together with Eq. (364), the Onsager reciprocal relations in Eq. (362) follow immediately. We
note that from these equations, the fluctuation-dissipation theorem in Eq. (359) also follows, as $2 L_{\alpha \beta}=D_{\alpha \beta}$. Furthermore, by taking higher-order derivatives of Eq. (363), higher-order reciprocal relations may be derived [180].

## 5. Fluctuation-dissipation theorem and Onsager reciprocal relation for example B

As in Sec. VIE 2, we consider example B, where $\delta_{\alpha}=$ $-\beta_{\alpha}\left(\omega-\mu_{\alpha}\right)-\sigma_{\text {eq }}$. Here, the equilibrium condition in Eq. (355) is met as long as $\sigma_{L}=\sigma_{R}=\sigma_{\text {eq }}$, where $\sigma_{\text {eq }}$ may be chosen arbitrarily. Interestingly, this does not only happen in thermal equilibrium, where $\beta_{L}=\beta_{R}$ and $\mu_{L}=\mu_{R}$, but it may occur when the voltage bias exactly counteracts the thermal bias [184]. The average currents in the steady state read [cf. Eq. (45)]

$$
\begin{equation*}
J_{R}=-J_{L}=\frac{\gamma_{L} \gamma_{R}\left(f_{R}-f_{L}\right)}{\gamma_{L}+\gamma_{R}} \tag{366}
\end{equation*}
$$

writing $f_{\alpha}=1 /\left(e^{-\sigma_{\alpha}}+1\right)$, we find $\partial_{\delta_{\alpha}} f_{\alpha}=f_{\alpha}\left(1-f_{\alpha}\right)$. The Onsager coefficients then read

$$
\begin{equation*}
L_{L L}=L_{R R}=-L_{L R}=-L_{R L}=\frac{\gamma_{L} \gamma_{R}}{\gamma_{L}+\gamma_{R}} f_{\mathrm{eq}}\left(1-f_{\mathrm{eq}}\right) \tag{367}
\end{equation*}
$$

The Onsager reciprocal relations thus hold as expected. Furthermore, in equilibrium, the noise of example B is [cf. Eq. (138)]

$$
\begin{equation*}
D_{L L}=D_{R R}=-D_{L R}=-D_{R L}=2 \frac{\gamma_{L} \gamma_{R}}{\gamma_{L}+\gamma_{R}} f_{\mathrm{eq}}\left(1-f_{\mathrm{eq}}\right) \tag{368}
\end{equation*}
$$

obeying the fluctuation-dissipation theorem.

## F. Thermodynamic and kinetic uncertainty relations (TURs and KURs)

One area of research that has received considerable attention in recent years relates the behavior of quantum trajectories to the framework of stochastic thermodynamics. Given the unraveled description of stochastic quantum trajectories, thermodynamic quantities such as heat, work, and entropy production also become random variables. This was first studied in Refs. [185,186]. Since this first insight, there has been an extensive body of research on using quantum trajectories to study quantum thermodynamics. The most recent progress is reviewed in Ref. [187].

One of the most significant developments in the field of stochastic thermodynamics has been the discovery of thermodynamic uncertainty relations (TURs) [188,189]. TURs establish a trade-off between the noise in a certain current and the entropy-production rate $\dot{\sigma}$. Entropy production was introduced in Sec. VIE. In short, it is the fundamental
concept behind the second law of thermodynamics, quantifying the degree of irreversibility, or dissipation, of a process. According to the second law, the average entropyproduction rate should always be non-negative $\langle\dot{\sigma}\rangle \geqslant 0$. For a review on entropy production, see Ref. [190]. The original TUR, which holds only for classical Markovian stochastic processes, reads [188]

$$
\begin{equation*}
\frac{D}{J^{2}} \geqslant \frac{2}{\langle\dot{\sigma}\rangle} \tag{369}
\end{equation*}
$$

This bound was derived for classical master equations of the form described in Sec. IV A 3. In that notation, the entropy production acquires the form [191]

$$
\begin{equation*}
\langle\dot{\sigma}\rangle=\sum_{n \neq j} W_{n j} p_{j}^{\mathrm{ss}} \ln \left[W_{n j} p_{j}^{\mathrm{ss}} / W_{j n} p_{n}^{\mathrm{ss}}\right] \tag{370}
\end{equation*}
$$

The fact that the right-hand side of the TUR is inversely proportional to $\langle\dot{\sigma}\rangle$ means that in order to decrease the fluctuations, one must increase the dissipation.

In Ref. [60], the authors have derived a different bound, termed the kinetic uncertainty relation (KUR). The bound reads

$$
\begin{equation*}
\frac{D}{J^{2}} \geqslant \frac{1}{K}, \tag{371}
\end{equation*}
$$

where $K$ is the dynamical activity, i.e., the number of jumps per unit time. In the notation of Sec. IV A 3, $K=$ $\sum_{n, j} W_{n j} p_{j}^{\mathrm{ss}}$. The TUR and KUR are independent bounds and no strict relation exists between them. In fact, in some regimes the TUR may be rather tight and the KUR loose, or the other way around. Bounds unifying the two have recently been developed in Refs. [192,193].

The TUR and KUR only hold for classical stochastic processes and they can be violated in quantum systems. For example, an extensive analysis in a double quantum dot system, including a discussion on how to compute the noise $D$ using FCS, can be found in Ref. [61]. These violations are due to quantum coherence effects and therefore mark a fundamental difference between quantum and classical stochastic processes. The fact that they can be violated in the quantum regime has led to intensive research in trying to derive new bounds that would represent the quantum version of the TUR [194-198]. The derivations of these bounds make use of many of the concepts discussed in this tutorial; in particular, FCS (Sec. IV), vectorization (Sec. V B), and the QFI (Sec. VI D).

For concreteness, we will focus here on the results of Ref. [195], as they match in a particularly nice way to the tools developed in this tutorial. Their first main result was
the following bound for the steady-state noise:

$$
\begin{equation*}
\frac{D}{J^{2}} \geqslant \frac{h_{0}^{\prime}}{\mathcal{F}} \tag{372}
\end{equation*}
$$

where $h_{0}^{\prime}$ is a numerical factor, which is 1 for jump currents and $1 / 2$ for diffusive currents (see below). Moreover,

$$
\begin{equation*}
\left.\left.\mathcal{F}=K-4\left\langle\langle\mathbb{1}| \mathcal{L}_{L} \mathcal{L}^{+} \mathcal{L}_{R} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle-4\left\langle\langle\mathbb{1}| \mathcal{L}_{R} \mathcal{L}^{+} \mathcal{L}_{L} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{373}
\end{equation*}
$$

where $K=\sum_{k}\left\langle L_{k}^{\dagger} L_{k}\right\rangle$ is the dynamical activity, while

$$
\begin{align*}
\mathcal{L}_{L} \rho & =-i H_{\mathrm{eff}} \rho+\frac{1}{2} \sum_{k} L_{k} \rho L_{k}^{\dagger} \\
\mathcal{L}_{R} \rho & =i \rho H_{\mathrm{eff}}^{\dagger}+\frac{1}{2} \sum_{k} L_{k} \rho L_{k}^{\dagger} \tag{374}
\end{align*}
$$

[here, $H_{\text {eff }}$ is defined in Eq. (21)]. The derivation of this bound uses the QFI discussed in Eq. (329) and is based on the clever idea of performing an infinitesimal deformation of both the Hamiltonian and the jump operators to

$$
\begin{equation*}
H_{\theta}=(1+\theta) H, \quad L_{k, \theta}=\sqrt{1+\theta} L_{k} \tag{375}
\end{equation*}
$$

One then applies the Cramer-Rao bound given in Eq. (328), taking the function $Q$ to be the integrated charge $N(t)$ [Eq. (38)]. The bound is to be evaluated at $\theta=$ 0 , so that $\left.\operatorname{Var}_{\theta}(N(t))\right|_{\theta=0}=\operatorname{Var}(N(t))=D t$ [Eq. (89)]. Conversely, the average current changes because we are deforming all jump operators by $\sqrt{1+\theta}$. This causes $E_{\theta}(N(t))=\int_{0}^{t} d t^{\prime} E_{\theta}\left(I\left(t^{\prime}\right)\right)=h_{\theta} J t$, where $h_{\theta}$ depends on which current we are studying. For jump currents, $J(t)$ is quadratic in $L_{k}$ and so $h_{\theta}=1+\theta$, while for diffusive currents, $J(t)$ is linear in $L_{k}$ and so $h_{\theta}=\sqrt{1+\theta}$. In either case, because of this simple scaling we then have $\left.\partial_{\theta} E_{\theta}(N(t))\right|_{\theta=0}=h_{0}^{\prime} J t$. Finally, we evaluate $F(\theta)$ at $\theta=0$ using Eq. (329). Combining everything then yields Eq. (372).

The first term in Eq. (373) is the same dynamical activity as in the KUR Eq. (371). The other two terms, on the other hand, represent quantum corrections. The quantity $f$ is a kind of quantum total activity, in the sense that it also captures the activity associated with the unitary dynamics. Indeed, if we specialize Eq. (372) to the classical master equation case discussed in Sec. IV A 3-i.e., $H=0$ and jump operators $L_{n j}=\sqrt{W_{n j}}|n\rangle\langle j|$-in this case it turns out that the second and third terms in Eq. (373) vanish and we recover $f=K$; i.e., the quantum bound in Eq. (372) recovers the KUR in Eq. (371).

Reference [195] has also shown how, in the classical case, the TUR Eq. (369) can be derived from the same method. Unfortunately, this holds only for classical MEs.


FIG. 21. The ratio $D / J^{2}$ and the right-hand side $1 / f$ of Hasegawa's bound [Eq. (372)] for example A (Sec. II B 1), as a function of $\Omega / \gamma$ (with $\Delta=\bar{N}=0$ ).

Instead of the deformation given in Eq. (375), one now changes the rates $W_{n j}$ in the jump operators as

$$
\begin{equation*}
W_{n j}^{\theta}=W_{n j}\left[1+\theta\left(1-\sqrt{\frac{W_{j n} p_{n}^{\mathrm{ss}}}{W_{n j} p_{j}^{\mathrm{ss}}}}\right)\right] . \tag{376}
\end{equation*}
$$

Proceeding in exactly the same way yields the classical TUR in Eq. (369), with $\langle\dot{\sigma}\rangle$ defined as in Eq. (370).

## 1. Hasegawa's bound for example $A$

Take example A with $\Delta=\bar{N}=0$. The average current is $J=4 \gamma \Omega^{2} /\left(\gamma^{2}+8 \Omega^{2}\right)$ and the noise is

$$
\begin{equation*}
D=\frac{4 \gamma \Omega^{2}\left(\gamma^{4}-8 \gamma^{2} \Omega^{2}+64 \Omega^{4}\right)}{\left(\gamma^{2}+8 \Omega^{2}\right)^{3}} \tag{377}
\end{equation*}
$$

The right-hand side of Eq. (372), on the other hand, has

$$
\begin{equation*}
f=\frac{4 \Omega^{2}\left(\gamma^{2}+32 \Omega^{2}\right)}{\gamma^{3}+8 \gamma \Omega^{2}} \tag{378}
\end{equation*}
$$

The left- and right-hand sides of Eq. (372) are shown in Fig. 21 as a function of $\Omega / \gamma$. As can be seen, in certain regions the bound can be quite tight, while in others it can become rather loose (note the log scale).

## G. Quantum point contacts

A QPC is a tunneling device consisting of two fermionic reservoirs connected by a single tunnel junction [11]. When a QPC is placed next to a quantum dot, the electric field from the charges in the dot modulate the tunneling amplitude of the QPC. The amount of current flowing through the QPC therefore gives a measure of the amount of nearby charges [15,199-202]. A similar charge sensor can be implemented by replacing the QPC with a singleelectron transistor (SET) [203-206], or by employing an
optical scheme based on resonance fluorescence [207]. As we have discussed, making a continuous charge measurement on the system leads to conditioning of the system dynamics on the measurement outcomes. This effect has been studied extensively, first considering the ensemble average [45,208], then in terms of the unraveled quantum trajectories formalism [45,209,210], and subsequently for the repeated-interactions framework [211]. Since these early contributions, many have also become interested in using QPCs to access the FCS of the transported charge [212-214]. Experiments showcasing this include [15,204, 215-217]. Using the techniques introduced in the previous sections, we will bridge the gap between quantum trajectories and the FCS for QPCs. We follow the approach developed in Refs. [45]. For concreteness, we will focus on the scenario of example B; the extension to multiple quantum dots is straightforward.

The setup is illustrated in Fig. 22, which shows the quantum dot, together with its two leads [as described by the master given in Eq. (11)]. The QPC, which is placed next to the dots, is modeled by two additional reservoirs, described by annihilation operators $a_{\alpha, k}$, with energies $\omega_{\alpha, k}$, where $\alpha=L, R$. The two sides of the QPC are coupled according to

$$
\begin{align*}
H_{\mathrm{QPC}}= & \sum_{k, \alpha \in\{L, R\}} \omega_{\alpha, k} a_{k, \alpha}^{\dagger} a_{k, \alpha} \\
& +\sum_{k, k^{\prime}}\left(\mathcal{T}_{k, k^{\prime}} a_{R, k}^{\dagger} a_{L, k^{\prime}}+\mathcal{T}_{k, k^{\prime}}^{*} a_{L, k^{\prime}}^{\dagger} a_{R, k}\right) \tag{379}
\end{align*}
$$

where $\mathcal{T}_{k, k^{\prime}}$ are the tunneling coefficients between states $k$ in the left reservoir and $k^{\prime}$ in the right one. The electrostatic potential of the quantum dot introduces an interaction term with the QPC that is of the form

$$
\begin{equation*}
V_{\mathrm{QPC}-\mathrm{dot}}=\sum_{k, k^{\prime}} c^{\dagger} c\left(\chi_{k, k^{\prime}} a_{R, k}^{\dagger} a_{L, k^{\prime}}+\chi_{k, k^{\prime}}^{*} a_{L, k^{\prime}}^{\dagger} a_{R, k}\right) \tag{380}
\end{equation*}
$$

for coefficients $\chi_{k, k^{\prime}}$. Hence the tunneling amplitudes of the QPC are modified depending on whether the dot is empty or occupied.

Reference [45] has shown how to trace out the QPC in order to obtain a QME for the dot alone. The chemical potentials of the QPC reservoirs, $\mu_{L}=\mu+e V / 2$ and $\mu_{R}=\mu-e V / 2$, as well as their temperatures $T$, are assumed to satisfy $|e V|, k_{\mathrm{B}} T \ll \mu$. They also assume that around the chemical potential $\mu$, the tunneling rates $\mathcal{T}_{k, k^{\prime}}$, $\chi_{k, k^{\prime}}$, as well as the densities of states $g_{L}$ and $g_{R}$ of the reservoirs, are roughly $k$ independent. This means that the most relevant contribution will come from the tunneling rates $\mathcal{T}_{00}$ and $\chi_{00}$ that lie around the average chemical potential $\mu$. The resulting master equation then acquires the form

$$
\begin{equation*}
\frac{d \rho}{d t}=\mathcal{L} \rho+\mathcal{D}\left[\mathcal{T}+\mathcal{X} c^{\dagger} c\right] \rho \tag{381}
\end{equation*}
$$



FIG. 22. The schematics of a QPC placed next to a quantum dot in order to detect its charge.
where $\mathcal{T}=2 \pi e V g_{L} g_{R} \mathcal{T}_{00}$ and $\chi=2 \pi e V g_{L} g_{R} \chi_{00}$. Here, $\mathcal{L} \rho$ is the Liouvillian given in Eq. (11), which encapsulates the effect of the two leads coupled to the dot (Fig. 22), with rates $\gamma_{L(R)}$ and Fermi occupations $f_{L(R)}$. Note that

$$
\begin{equation*}
\mathcal{D}\left[\mathcal{T}+\chi c^{\dagger} c\right] \rho=|\chi|^{2} \mathcal{D}\left[c^{\dagger} c\right] \rho-i\left[\delta c^{\dagger} c, \rho\right], \tag{382}
\end{equation*}
$$

where $\delta=\left(\chi^{*} \mathcal{T}-\chi \mathcal{T}^{*}\right) / 2 i$. The action of the QPC therefore produces a dephasing in the dot, as well as a Lamb shift; i.e., a shift in the natural energy gap of the dot by a factor $\delta$. The new term in Eq. (381) does not affect the dynamics, which has a steady-state occupation

$$
\begin{equation*}
\left\langle c^{\dagger} c\right\rangle=\frac{\gamma_{L} f_{L}+\gamma_{R} f_{R}}{\gamma_{L}+\gamma_{R}} . \tag{383}
\end{equation*}
$$

It also does not affect the electron current to the reservoirs, computed in Eq. (45).

The authors of Ref. [45] have also considered the conditional master equations in both the jump and diffusion unraveling. The jump unraveling describes the case in which the number of electrons tunneling through the QPC is small and is strongly affected by whether or not the dot is occupied. Conversely, the diffusion unraveling models the case in which the tunnel current is very high and weakly affected by the occupation of the dot. In practice, the latter regime is usually more experimentally relevant. In both cases, this provides a very neat and straightforward application of the formalism developed in this tutorial.

In the jump-unraveling regime, there is a current increment $d N(t)$ associated with the jump operator $L=\mathcal{T}+$ $\chi c^{\dagger} c$ (with weight $v=1$ ). An increment $d N(t)=1$ means that an electron has tunneled through the QPC. The probability of observing this increment is $P(d N=1)=$ $d t\left\langle L^{\dagger} L\right\rangle_{c}$. If at a given time the dot is empty, the tunneling probability will be $d t|\mathcal{T}|^{2}:=d t \mathcal{P}$; and if the dot is occupied, it will be $d t|\mathcal{T}+\chi|^{2}:=d t \mathcal{P}^{\prime}$. Due to electrostatic repulsion, the presence of an electron in the dot raises the tunneling barrier, implying that $\mathcal{P}^{\prime}<\mathcal{P}$.

The resulting stochastic master equation is of the form [see Eq. (30)]

$$
\begin{align*}
d \rho_{c}= & d t\left(\mathcal{L} \rho_{c}+\mathcal{D}[L] \rho_{c}\right)+\left(d N-d t\left\langle L^{\dagger} L\right\rangle_{c}\right) \\
& \times\left(\frac{L \rho_{c} L^{\dagger}}{\left\langle L^{\dagger} L\right\rangle_{c}}-\rho_{c}\right) . \tag{384}
\end{align*}
$$

Bear in mind that $\mathcal{L}$, as given in Eq. (11), has in itself another four jump operators, associated with currents to the left and right leads of the dot. When writing Eq. (384), it is assumed that these jump operators are not monitored; the only monitoring comes from the QPC. Of course, whether or not this is the case depends on the experiment. For example, in Sec. II D 3, we have discussed quantum jump trajectories where the actual leads of the dots have been monitored. In principle, we could also have all five jump operators being monitored. Within our framework, these situations are all readily addressable by appropriately choosing the weight factors $v_{k}$.

The average current through the QPC is given by Eq. (40) with $L=\mathcal{T}+\chi c^{\dagger} c$; viz.,

$$
\begin{equation*}
J_{\mathrm{QPC}}=\mathcal{P}+\left(\mathcal{P}^{\prime}-\mathcal{P}\right)\left\langle c^{\dagger} c\right\rangle, \tag{385}
\end{equation*}
$$

which is simply a weighted average of $\mathcal{P}$ when the dot is empty and $\mathcal{P}^{\prime}$ when it is occupied. Note, therefore, how this differs from the particle current $J$ flowing through the dot.

The two-point correlation of the QPC current [see Eq. (67)] is given by

$$
\begin{equation*}
F(\tau)=J_{\mathrm{QPC}} \delta(\tau)+e^{-\left(\gamma_{L}+\gamma_{R}\right) \tau}\left(\mathcal{P}^{\prime}-\mathcal{P}\right)^{2}\left\langle c^{\dagger} c\right\rangle\left(1-\left\langle c^{\dagger} c\right)\right) \tag{386}
\end{equation*}
$$

This is positive and therefore represents correlated emissions. The corresponding power spectrum is a simple Lorentzian around $\omega=0$, with the noise given by

$$
\begin{equation*}
D=J_{Q P C}+\frac{2}{\gamma_{L}+\gamma_{R}}\left(\mathcal{P}^{\prime}-\mathcal{P}\right)^{2}\left\langle c^{\dagger} c\right\rangle\left(1-\left\langle c^{\dagger} c\right\rangle\right) . \tag{387}
\end{equation*}
$$

If $|\mathcal{T}| \gg|\chi|$, the number of tunneling electrons through the QPC will be very large and only weakly affected by the occupation of the dot. In this limit, the conditional dynamics of the dot is more appropriately described by a diffusive master equation [Eq. (51)]. The fact that the jump operator in question is $L=\mathcal{T}+\chi c^{\dagger} c$ means that this situation is identical in spirit to shifting the jump operators through a local oscillator, as we first did when we introduced the diffusive unraveling in Sec. II E. For simplicity, we assume that $\mathcal{T}$ and $\chi$ are real and hence $\chi<0\left(\right.$ since $\left.\mathcal{P}^{\prime}<\mathcal{P}\right)$.

The resulting diffusive SME therefore reads

$$
\begin{align*}
d \rho_{c}= & d t\left(\mathcal{L} \rho_{c}+\chi^{2} \mathcal{D}\left[c^{\dagger} c\right] \rho_{c}\right) \\
& +\chi d W\left[c^{\dagger} c \rho_{c}+\rho_{c} c^{\dagger} c-2\left\langle c^{\dagger} c\right\rangle_{c} \rho_{c}\right] \tag{388}
\end{align*}
$$

The corresponding stochastic current is given by Eq. (54) as

$$
\begin{equation*}
I_{\mathrm{QPC}}=\mathcal{T}^{2}+2 \mathcal{T}\left(\chi\left\langle c^{\dagger} c\right\rangle_{c}+\frac{d W}{d t}\right) \tag{389}
\end{equation*}
$$

The diffusive current [Eq. (55)], which subtracts and normalizes the offset $\mathcal{T}$, reads

$$
\begin{equation*}
I_{\mathrm{diff}}=2 \chi\left\langle c^{\dagger} c\right\rangle_{c}+\frac{d W}{d t} \tag{390}
\end{equation*}
$$

## H. Feedback: From Maxwell's demon to error correction

Throughout this tutorial, we have focused on the information that the output current gives us about the system. This information, in turn, can be fed back to the system to manipulate its time evolution $[6,218]$. Such measurement and feedback scenarios enable many tasks, including the following:
(a) Maxwell's demon. Maxwell envisioned a "neat fingered being" [219] that could detect individual particles in a gas. This being, now known as Maxwell's demon, could use this information to create a nonequilibrium situation out of equilibrium, e.g., by sorting the particles by their energy. As most prominently worked out by Szilard [220, 221], this could be used to extract energy in the form of work from an equilibrium environment, seemingly violating the second law of thermodynamics. Recent advances in nanotechnology have enabled the implementation of Maxwell's and Szilard's ideas in ground-breaking experiments [222225]. By now, it is well established that the second law is in fact not violated if the demon is included in the thermodynamic analysis [226,227]. Multiple ways of including both classical and quantum information in the thermodynamic bookkeeping have been put forward [228-231].
(b) State preparation. To perform experiments with quantum systems, it is often required to initiate the system in a low-entropy state. Furthermore, certain states have been shown to act as a resource for different tasks [232]. The most prominent example is provided by entangled states, which can be used for tasks in the fields of quantum sensing [149] and quantum cryptography [233]. Initiating and/or stabilizing such quantum states can be a difficult task, which in many cases may be enabled by feedback.

Some examples include the cooling of a mechanical oscillator close to its ground state [234], Fock-state stabilization [235], and the stabilization of Rabi oscillations [236].
(c) Quantum error correction. A major obstacle in developing a large-scale quantum computer is provided by decoherence. The field of quantum error correction $[237,238]$ aims to counteract this problem by using redundant encodings of the quantum information, such that errors can be detected and corrected for without destroying the fragile superposition states that are required for quantum computation. Many strategies exist to use a measured current in a feedback loop for error correction [239-242]. For an experiment on the subject, see Ref. [243].

The simplest example of feedback is provided by adding a term that is linear in the (stochastic) current $I(t)=$ $\sum_{k} \nu_{k}\left(d N_{k} / d t\right)$, i.e., of the form $I(t) \mathcal{K}$, where $\mathcal{K}$ is an arbitrary superoperator describing the action taken from the feedback. This term enters as

$$
\begin{equation*}
\rho_{c}+d \rho_{c}=e^{I(t) \mathcal{K} d t}\left[\rho_{c}+\left(d \rho_{c}\right)_{0}\right] \tag{391}
\end{equation*}
$$

where $\left(d \rho_{c}\right)_{0}$ denotes the increment of the conditional density matrix in the absence of feedback, e.g., Eq. (30) or Eq. (51) for jump or diffusion unravelings. Equation (391) ensures that the time evolution due to feedback is inserted at each time step after the measurement. And the fact that we are using only the instantaneous current, at that time step, ensures that the dynamics is still time local (Markovian).

For quantum jumps, expanding the exponential in Eq. (391) and using the fact that $\left(d N_{k}\right)^{l}=d N_{k}$, we find the stochastic master equation for linear feedback [244]:

$$
\begin{align*}
d \rho_{c}= & d t \mathcal{L} \rho_{c}+d t \sum_{k=1}^{r}\left(\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c} \rho_{c}-L_{k} \rho_{c} L_{k}^{\dagger}\right) \\
& +\sum_{k=1}^{r} d N_{k}\left(e^{v_{k} \mathcal{K}} \frac{L_{k} \rho_{c} L_{k}^{\dagger}}{\left\langle L_{k}^{\dagger} L_{k}\right\rangle_{c}}-\rho_{c}\right) . \tag{392}
\end{align*}
$$

Averaging over all measurement outcomes results in the unconditional master equation [244]

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\sum_{k=1}^{r}\left(e^{v_{k} \mathcal{K}} L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right), \tag{393}
\end{equation*}
$$

which describes the ensemble-averaged effects of feedback. This equation has been employed to describe problems including charging a quantum battery [245], enhancing the precision of parameter estimation [246], manipulating

EPR steering [247], entanglement generation [248], quantum state stabilization [249], and quantum error correction [239].

Alternatively, we can also use linear feedback within the diffusive unraveling. To this end, we replace $I(t) \rightarrow I_{\text {diff }}(t)$ in Eq. (391) and we interpret $\left(d \rho_{c}\right)_{0}$ as the right-hand side of Eq. (51). Expanding the exponential in Eq. (391) to linear order in $d t$ (second order in $d W_{k}$ ), we find with the help of Eq. (55) [250],

$$
\begin{align*}
d \rho_{c}= & d t \mathcal{L} \rho_{c}+d t \mathcal{K} \mathcal{H} \rho_{c}+d t K_{\mathrm{diff}} \mathcal{K}^{2} \rho_{c} \\
& +\sum_{k=1}^{r} d W_{k}\left[\mathcal{H}_{k} \rho_{c}-\left\langle x_{k}\right\rangle_{c} \rho_{c}\right] \tag{394}
\end{align*}
$$

where $\mathcal{H}_{k}$ is given in Eq. (52) and $\mathcal{H}=\sum_{k} v_{k} \mathcal{H}_{k}$ in Eq. (74). Again, averaging over all trajectories results in the unconditional master equation [Eq. [250]]:

$$
\begin{equation*}
\frac{d \rho}{d t}=\mathcal{L} \rho+\mathcal{K} \mathcal{H} \rho+K_{\mathrm{diff}} \mathcal{K}^{2} \rho \tag{395}
\end{equation*}
$$

This equation has been employed to tackle countless problems, including quantum battery charging [251], the engineering of many-body dynamics [252], quantum error correction [240,241], cooling of a trapped ion [253,254] and a macroscopic oscillator [255], entanglement generation [256], and quantum state stabilization [257,258] and to generate squeezing [259].

Equation (395) is extremely useful for feedback protocols where the measured signal is being fed back linearly to the system. However, we may be interested in protocols that are nonlinear in the measurement outcome. For instance, consider a measurement of the location of an electron in a double quantum dot. Depending on the outcome, external voltages may suddenly be changed to alter the energy landscape of the double dot. Such feedback protocols can be employed to implement Maxwell's demon and Szilard's engine in an electronic system [223,260262]. As illustrated in Fig. 10, the diffusive current first needs to be filtered to remove the white noise that otherwise completely drowns the signal. Reference [263] has recently put forth fundamental new results for dealing with nonlinear feedback, including filtered currents. We consider a low-pass filter with a bandwidth $\gamma$ described by

$$
\begin{equation*}
\tilde{I}_{\mathrm{diff}}(t)=\gamma \int_{0}^{\infty} d \tau e^{-\gamma \tau} I_{\mathrm{diff}}(t-\tau) \tag{396}
\end{equation*}
$$

In this case, it can be shown that the filtered measurement outcome $\tilde{I}_{\text {diff }}(t)$ follows an Ornstein-Uhlenbeck process, describing noisy relaxation toward the system-dependent value $\sum_{k} v_{k}\left\langle x_{k}\right\rangle_{c}$. With the help of the low-pass filter, a
master equation can be derived for the quantity

$$
\begin{equation*}
\rho(z)=E\left[\rho_{c} \delta\left(z-\tilde{I}_{\mathrm{diff}}(t)\right)\right] \tag{397}
\end{equation*}
$$

which represents a current-resolved density matrix. It provides a joint description of both the system state $\rho=$ $\int d z \rho(z)$ and the observed measurement outcome $z$, which occurs with probability $p(z)=\operatorname{tr}\{\rho(z)\}$. The time evolution of this object is governed by a hybrid equation, termed the quantum Fokker-Planck master equation: [263,264]

$$
\begin{equation*}
\frac{d \rho(z)}{d t}=\mathcal{L}(z) \rho(z)-\gamma \partial_{z}(\mathcal{H}-z) \rho(z)+\frac{\gamma^{2}}{2} K_{\mathrm{diff}} \partial_{z}^{2} \rho(z) \tag{398}
\end{equation*}
$$

Here, the feedback is included in a $z$ dependence of the Liouvillian that is not restricted to be linear in $z$. The second and third terms in the last equation correspond to drift and diffusion terms familiar from Fokker-Planck equations. However, the drift term is given by a superoperator, ensuring that the outcome $z$ drifts toward a system-dependent quantity.

In the large-bandwidth limit, where $\gamma$ is much larger than any energy scale of the system, a master equation for the reduced system state can be obtained, generalizing Eq. (395) to feedback protocols that are nonlinear in the measurement outcome [263]. Beyond that, however, solving Eq. (398) is generally challenging, as one has both the operator character of $\rho$ as well as the continuous dependence on the variable $z$.

## I. Emission and absorption spectra

So far, we have primarily focused on the temporal fluctuations of the output currents, which are equivalently represented in the Fourier domain by the power spectrum $S(\omega)$. However, it is also of interest to consider the emission spectrum, which describes the frequency content of the emitted quanta themselves. One may also be interested in the absorption spectrum, which describes the rate at which the system absorbs energy from an external (coherent or thermal) field. While distinct from the power spectrum $S(\omega)$, the emission and absorption spectra can similarly be computed from the system dynamics under certain assumptions on the nature of the environment into which the quanta are emitted. The framework for achieving this is known as input-output theory, originally developed by Gardiner and Collett [104] and described in detail in Ref. [30].

## 1. Input-output theory

We focus on the setting typical of quantum optics, where the environment comprises a set of bosonic modes that are coupled linearly to the system. For simplicity, let us first assume that there is a single dissipation channel with
jump operator $L$. This situation can be modeled by a global system-environment Hamiltonian of the form

$$
\begin{equation*}
H_{\mathrm{tot}}=H+\int_{-\infty}^{\infty} d \omega\left[\omega b_{\omega}^{\dagger} b_{\omega}+\frac{i}{\sqrt{2 \pi}}\left(b_{\omega}^{\dagger} L-L^{\dagger} b_{\omega}\right)\right] \tag{399}
\end{equation*}
$$

where $H$ is the system Hamiltonian and $b_{\omega}^{\dagger}$ creates an excitation with frequency $\omega$ in the environment, satisfying the commutation relation $\left[b_{\omega}, b_{\omega^{\prime}}^{\dagger}\right]=\delta\left(\omega-\omega^{\prime}\right)$. Note that here the frequencies are assumed to extend over all positive and negative values and the system-environment coupling is taken to be frequency independent (the resulting coupling constant is absorbed into $L$ ). Strictly speaking, these assumptions are unphysical, because they imply that the Hamiltonian is unbounded from below. However, they are justified in the quantum optical context where the systembath coupling is weak and the relevant transition frequencies of the system are relatively high. In that case, only environment modes near resonance with the system are significant and all others (including all those with negative frequency) make a negligible contribution.

The benefit of this model is that it generates linear equations of motion for the environment operators in the Heisenberg picture:

$$
\begin{equation*}
\frac{d b_{\omega}(t)}{d t}=-i \omega b_{\omega}(t)+\frac{1}{\sqrt{2 \pi}} L(t) \tag{400}
\end{equation*}
$$

This equation can be formally solved in terms of an initial condition at a time $t_{0}<t$, as

$$
\begin{equation*}
b_{\omega}(t)=e^{-i \omega\left(t-t_{0}\right)} b_{\omega}\left(t_{0}\right)+\frac{1}{\sqrt{2 \pi}} \int_{t_{0}}^{t} d t^{\prime} e^{-i \omega\left(t-t^{\prime}\right)} L\left(t^{\prime}\right) \tag{401}
\end{equation*}
$$

Now, the Heisenberg equation for an arbitrary system operator $A$ is given by

$$
\begin{equation*}
\frac{d A}{d t}=i[H, A]+\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d \omega\left(\left[L^{\dagger}, A\right] b_{\omega}-b_{\omega}^{\dagger}[L, A]\right) \tag{402}
\end{equation*}
$$

Substituting Eq. (401) into Eq. (402), interchanging the order of integration, and using the fact that

$$
\begin{equation*}
\int_{t_{0}}^{t} d t^{\prime} \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega\left(t-t^{\prime}\right)} L\left(t^{\prime}\right)=\int_{t_{0}}^{t} d t^{\prime} \delta\left(t-t^{\prime}\right) L\left(t^{\prime}\right)=\frac{1}{2} L(t) \tag{403}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
\frac{d A}{d t}=i[H, A]+\mathcal{D}^{\dagger}[L] A+\left[L^{\dagger}, A\right] b_{\mathrm{in}}-b_{\mathrm{in}}^{\dagger}[L, A] \tag{404}
\end{equation*}
$$

Here, we have identified the adjoint dissipator $\mathcal{D}^{\dagger}[L]$, defined below Eq. (95), and defined the input field,

$$
\begin{equation*}
b_{\mathrm{in}}(t)=\frac{1}{\sqrt{2 \pi}} \int d \omega e^{-i \omega\left(t-t_{0}\right)} b_{\omega}\left(t_{0}\right) \tag{405}
\end{equation*}
$$

Equation (404) is known as a quantum Langevin equation (QLE), by analogy with the classical Langevin equation describing a system driven by a fluctuating force. The first term of Eq. (404) represents the coherent Hamiltonian evolution and the second term describes damping. The final two terms describe the influence of environmental noise, which is represented by the input field $b_{\text {in }}$. The noise statistics are determined by the correlation functions of $b_{\text {in }}$, evaluated in the initial state at $t=t_{0}$, which is assumed to be a product state with respect to the system-environment partition. For example, a Markovian thermal reservoir is characterized by the input correlation function

$$
\begin{equation*}
\left\langle b_{\mathrm{in}}^{\dagger}(t) b_{\mathrm{in}}\left(t^{\prime}\right)\right\rangle=\bar{N} \delta\left(t-t^{\prime}\right) \tag{406}
\end{equation*}
$$

where $\bar{N}$ is the thermal occupation number. For this kind of input, it can be shown using the methods of quantum Ito calculus [30] that the QLE (404) is equivalent to the master equation

$$
\begin{equation*}
\frac{d}{d t} \rho=-i[H, \rho]+(\bar{N}+1) \mathcal{D}[L] \rho+\bar{N} \mathcal{D}\left[L^{\dagger}\right] \rho \tag{407}
\end{equation*}
$$

which is the standard QME describing coupling to a bosonic thermal environment. A similar equivalence holds for a more general class of Gaussian noise inputs, including coherent displacement and squeezing [30].

The QLE (404) describes the dynamics of the system in terms of the noise input. To find a connection to the output currents, we note that Eq. (400) can also be solved in terms of a final boundary condition at time $t_{1}>t$, as

$$
\begin{equation*}
b_{\omega}(t)=e^{i \omega\left(t_{1}-t\right)} b_{\omega}\left(t_{1}\right)-\frac{1}{\sqrt{2 \pi}} \int_{t}^{t_{1}} d t^{\prime} e^{i \omega\left(t^{\prime}-t\right)} L\left(t^{\prime}\right) \tag{408}
\end{equation*}
$$

Equating the right-hand sides of Eqs. (401) and (408), integrating over all frequencies, and using Eq. (403), one obtains the input-output relation

$$
\begin{equation*}
b_{\text {out }}(t)=b_{\text {in }}(t)+L(t) \tag{409}
\end{equation*}
$$

where we have defined the output field

$$
\begin{equation*}
b_{\mathrm{out}}(t)=\frac{1}{\sqrt{2 \pi}} \int d \omega e^{i \omega\left(t_{1}-t\right)} b_{\omega}\left(t_{1}\right) \tag{410}
\end{equation*}
$$

This describes properties of the environment at time $t_{1}$, which is usually taken to be in the far future. The input
and output fields obey the commutation relations

$$
\begin{equation*}
\left[b_{\mathrm{in}}(t), b_{\mathrm{in}}^{\dagger}\left(t^{\prime}\right)\right]=\left[b_{\mathrm{out}}(t), b_{\mathrm{out}}^{\dagger}\left(t^{\prime}\right)\right]=\delta\left(t-t^{\prime}\right) \tag{411}
\end{equation*}
$$

reflecting the Markov assumption inherent to the model.
The input-output formalism extends straightforwardly to a master equation with multiple jump operators and (possibly time-dependent) driving fields. For each jump operator $L_{j}$, one considers an independent bosonic reservoir described by a Hamiltonian of the form Eq. (399). Each reservoir gives rise to an input field $b_{\mathrm{in}, j}$ and an output field $b_{\text {out }, j}$, defined analogously to Eqs. (405) and (410). Then, the system dynamics is described by a quantum Langevin equation,

$$
\begin{equation*}
\frac{d A}{d t}=i[H, A]+\sum_{j}\left(\mathcal{D}^{\dagger}\left[L_{j}\right] A+\left[L_{j}^{\dagger}, A\right] b_{\mathrm{in}, j}-b_{\mathrm{in}, j}^{\dagger}\left[L_{j}, A\right]\right) \tag{412}
\end{equation*}
$$

while the input-output relation generalizes to

$$
\begin{equation*}
b_{\mathrm{out}, j}(t)=b_{\mathrm{in}, j}(t)+L_{j}(t) . \tag{413}
\end{equation*}
$$

## 2. Emission spectrum

The input-output relation [Eq. (413)] allows one to compute spectral properties of steady-state currents using knowledge of the system dynamics. In general, a system producing a stationary current must have multiple inputoutput channels to sustain a flow of energy between them. For notational simplicity, however, we focus on one particular input-output channel and drop the subscript $j$ in the following.

The quantity $\left\langle b_{\omega}^{\dagger}\left(t_{1}\right) b_{\omega}\left(t_{1}\right)\right\rangle d \omega$ is the number of quanta (e.g., photons) in the environment in a small frequency interval near $\omega$, as would be measured at time $t_{1}$. If we take $t_{1}$ to be large enough so that the steady state has been reached, the total number of emitted photons diverges. To regulate the divergence, we consider the Fourier transform over a finite observation time $T$,

$$
\begin{equation*}
\tilde{b}_{\text {out }}(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{-T / 2}^{T / 2} d t e^{i \omega\left(t-t_{1}\right)} b_{\mathrm{out}}(t) \tag{414}
\end{equation*}
$$

Clearly, this reduces to $b_{\omega}\left(t_{1}\right)$ as $T \rightarrow \infty$ [265]. The asymptotic flux of output photons per unit frequency near $\omega$ is given by

$$
\begin{align*}
& \lim _{T \rightarrow \infty} \frac{1}{T}\left\langle\tilde{b}_{\text {out }}^{\dagger}(\omega) \tilde{b}_{\text {out }}(\omega)\right\rangle=\lim _{T \rightarrow \infty} \frac{1}{T}\left[\left\langle\tilde{b}_{\text {in }}^{\dagger}(\omega) \tilde{b}_{\text {in }}(\omega)\right\rangle\right. \\
& \left.\quad+\left\langle\tilde{b}_{\text {in }}^{\dagger}(\omega) \tilde{L}(\omega)+\tilde{L}^{\dagger}(\omega) \tilde{b}_{\text {in }}(\omega)\right\rangle+\left\langle\tilde{L}^{\dagger}(\omega) \tilde{L}(\omega)\right\rangle\right] \tag{415}
\end{align*}
$$

where we have used the input-output relation and defined $\tilde{b}_{\text {in }}(\omega)$ and $\tilde{L}(\omega)$ analogously to Eq. (414). The first term
on the right-hand side of Eq. (415) represents the input flux and the third term describes spontaneous emission by the system, while the second term describes both absorption and emission processes stimulated by the input field.

To isolate the emission spectrum, the corresponding input channel must be in the vacuum state (otherwise, one cannot distinguish whether the detected photons were emitted by the system or were present in the environment already). For a vacuum input, the expectation value of any operator string with $b_{\text {in }}$ on the right or $b_{\text {in }}^{\dagger}$ on the left vanishes. Therefore, only the third term on the right-hand side of Eq. (415) survives, yielding the emission spectrum

$$
\begin{align*}
\mathcal{E}(\omega) & =\lim _{T \rightarrow \infty} \frac{1}{T}\left\langle\tilde{L}^{\dagger}(\omega) \tilde{L}(\omega)\right\rangle \\
& =\lim _{T \rightarrow \infty} \frac{1}{2 \pi T} \int_{-T / 2}^{T / 2} d t \int_{-T / 2}^{T / 2} d t^{\prime} e^{-i \omega\left(t-t^{\prime}\right)}\left\langle L^{\dagger}(t) L\left(t^{\prime}\right)\right\rangle \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau e^{-i \omega \tau}\left\langle L^{\dagger}(\tau) L\right\rangle \tag{416}
\end{align*}
$$

To obtain the third line of Eq. (416), we replace the correlation function by its steady-state value (valid since $T$ is large), which depends only on the time difference $\tau=$ $t-t^{\prime}$. The result is then obtained after changing integration variables to $\tau$ and $t_{s}=\left(t+t^{\prime}\right) / 2$ and carrying out the trivial integral over $t_{s}$ [266]. The integrand of Eq. (416) is proportional to the first-order coherence function, $g^{(1)}(\tau)$, which can be computed from the master equation using the QRT as discussed in Sec. III D. The total emitted flux is

$$
\begin{equation*}
\int d \omega \mathcal{E}(\omega)=\left\langle L^{\dagger} L\right\rangle=J \tag{417}
\end{equation*}
$$

which equals the total average output current (with $v=$ 1). Therefore, $\mathcal{E}(\omega)$ quantifies the contribution to $J$ from emitted quanta with frequency $\omega$.

## 3. Absorption spectrum

The rate at which photons at a given frequency are absorbed from an external field is quantified by the absorption spectrum. However, this term has at least two distinct meanings in the literature, depending on the nature of the input field driving the system.
(a) Incoherent absorption. In the case of a thermal noise input, the output flux can be shown to be [104]
$\lim _{T \rightarrow \infty} \frac{1}{T}\left\langle\tilde{b}_{\text {out }}^{\dagger}(\omega) \tilde{b}_{\text {out }}(\omega)\right\rangle=\frac{\bar{N}}{2 \pi}+(\bar{N}+1) \mathcal{E}(\omega)-\bar{N} \mathcal{A}(\omega)$,
where the first term represents the input flux and the second term is the rate of stimulated and spontaneous emission,
while the third term is the rate of absorption, with

$$
\begin{equation*}
\mathcal{A}(\omega)=\lim _{T \rightarrow \infty} \frac{1}{T}\left\langle\tilde{L}(\omega) \tilde{L}^{\dagger}(\omega)\right\rangle=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau e^{i \omega \tau}\left\langle L(\tau) L^{\dagger}\right\rangle \tag{419}
\end{equation*}
$$

This function quantifies the frequency content of quanta absorbed from the thermal input field. We refer to it here as the incoherent absorption spectrum. Conceptually, $\mathcal{A}(\omega)$ is similar to the emission spectrum $\mathcal{E}(\omega)$ : both describe the frequency distribution of quanta exchanged with a whitenoise field. We see that

$$
\begin{equation*}
\int d \omega \mathcal{A}(\omega)=\left\langle L L^{\dagger}\right\rangle \tag{420}
\end{equation*}
$$

which is the average current associated with jump operator $L^{\dagger}$ appearing in the last term on the right-hand side of Eq. (407).
(b) Coherent absorption spectrum. Alternatively, one may ask about the rate of photons absorbed from a coherent drive at a specific frequency. This situation is described mathematically by considering a jump operator of the form $L=\sqrt{\gamma} c$, for some dimensionless system operator $c$ and dissipation rate $\gamma$, and taking a coherent input field of the form

$$
\begin{equation*}
b_{\mathrm{in}}(t)=\frac{i \Omega e^{-i \omega_{d} t}}{\sqrt{\gamma}}+b_{\mathrm{in}}^{\prime}(t) \tag{421}
\end{equation*}
$$

The first, $c$-number, term represents the coherent drive amplitude with frequency $\omega_{d}$ and Rabi frequency $\Omega$ and the remainder $b_{\text {in }}^{\prime}(t)$ represents a vacuum input. Referring to the QLE (404) [or Eq. (412)], we see that the only effect of adding the coherent drive is to shift the Hamiltonian as $H \rightarrow H+\Omega\left(e^{i \omega_{d} t} c+e^{-i \omega_{d} t} c^{\dagger}\right)$.

To find the rate at which quanta are absorbed from the drive, we look at the difference between the total output and input flux, which can be found by integrating Eq. (415) over frequency. In the steady state, this will be equal to the difference between the rates of emission and absorption. In particular, the total emission rate is just the output current $J$, given by the integral of the third term on the right-hand side of Eq. (415) [cf. Eqs. (416) and (417)]. The absorption rate is therefore given by the second term on the right-hand side of Eq. (415), integrated over frequency, i.e.,

$$
\begin{align*}
\mathcal{W}\left(\omega_{d}\right) & =-\lim _{T \rightarrow \infty} \frac{1}{T} \int_{-\infty}^{\infty} d \omega\left\langle\tilde{b}_{\text {in }}^{\dagger}(\omega) \tilde{L}(\omega)+\text { h.c. }\right\rangle \\
& =-\lim _{T \rightarrow \infty} \frac{1}{T} \int_{-T / 2}^{T / 2} d t\left\langle b_{\text {in }}^{\dagger}(t) L(t)+\text { h.c. }\right\rangle \\
& =i \Omega \lim _{T \rightarrow \infty} \frac{1}{T} \int_{-T / 2}^{T / 2} d t\left\langle e^{i \omega_{d} t} c(t)-e^{-i \omega_{d} t} c^{\dagger}(t)\right\rangle \tag{422}
\end{align*}
$$

We refer to this quantity as the coherent absorption spectrum. Equation (422) can also be interpreted as the average power absorbed from the drive [267] in units of the energy quantum $\omega_{d}$, i.e.,

$$
\begin{equation*}
\mathcal{W}\left(\omega_{d}\right)=\frac{1}{\omega_{d}} \overline{\left\langle\frac{\partial H_{d}(t)}{\partial t}\right\rangle} \tag{423}
\end{equation*}
$$

where $H_{d}(t)=\Omega\left(e^{i \omega_{d} t} c+e^{-i \omega_{d} t} c^{\dagger}\right)$ is the driving Hamiltonian and the overline $\cdot$ denotes a time average. Note that because the evolution of $c(t)$ depends on the drive, reconstructing the coherent absorption spectrum generally requires solving a different master equation for each value of $\omega_{d}$.

## 4. Emission and absorption spectra for example A: the Mollow triplet

We now compute the emission and absorption spectra for example A, a driven two-level system [Eq. (9)]. This problem has been theoretized by Mollow [268, 269] and first observed experimentally in sodium vapor in Ref. [270]. Within the input-output formalism, it is described by a qubit with Hamiltonian $H=\omega_{0} \sigma_{z} / 2$ and two input-output channels. The first input is a coherent driving field as in Eq. (421), with associated jump operator $L_{1}=-i \sqrt{\epsilon} \sigma_{-}$and $\epsilon \rightarrow 0$. The second input describes the environment into which photons are emitted, with associated jump operator $L_{2}=\sqrt{\gamma} \sigma_{-}$. We assume that this input is described by thermal white-noise statistics as in Eq. (406), with a small thermal component of $\bar{N}=0.1$.

Moving to a rotating frame via the unitary transformation $e^{-i \omega_{d} t \sigma_{z} / 2}$, the emission spectrum is given by

$$
\begin{align*}
\mathcal{E}(\omega)= & \frac{\gamma}{2 \pi} \int_{-\infty}^{\infty} d \tau e^{i\left(\omega_{d}-\omega\right) \tau}\left\langle\sigma_{+}(\tau) \sigma_{-}\right\rangle, \\
= & \gamma\left|\left\langle\sigma_{-}\right\rangle\right|^{2} \delta\left(\omega-\omega_{d}\right) \\
& +\frac{\gamma}{2 \pi} \int_{-\infty}^{\infty} d \tau e^{i\left(\omega_{d}-\omega\right) \tau}\left[\left\langle\sigma_{+}(\tau) \sigma_{-}\right\rangle-\left|\left\langle\sigma_{-}\right\rangle\right|^{2}\right] . \tag{424}
\end{align*}
$$

Here, for completeness, we have explicitly separated the emission spectrum into its divergent and regular parts. The former arises due to the presence of a nonzero expectation value $\left\langle\sigma_{-}\right\rangle$, and can be understood in terms of elastic scattering of photons from the driving field into the output channel. A similar term appears in the emission spectrum for any system with $\langle L\rangle \neq 0$; see the footnote below Eq. (416). The second, regular, part of Eq. (424) represents the spectral content of photons scattered inelastically by the two-level system, which is plotted in Fig. 23(a). For weak driving, $\Omega \ll \gamma$, emission is peaked around the driving frequency with a line width proportional to $\gamma$. For strong driving, $\Omega \gg \gamma$, the emission spectrum splits into


FIG. 23. Emission and absorption spectra for example A (Sec. II B 1) for resonant driving ( $\omega_{d}=\omega_{0}$ ) and two different damping rates, $\gamma=0.2 \Omega$ (blue curves) and $\gamma=2 \Omega$ (red). (a) The emission spectrum [Eq. (424)]. (b) The incoherent absorption spectrum. (c) The coherent absorption spectrum [Eq. (425)], as a function of the detuning.
the characteristic Mollow triplet, with sidebands emerging at $\omega=\omega_{d} \pm \Omega$. This reflects a transition in the $g^{(1)}(\tau)$ coherence function from overdamped decay to underdamped oscillations as $\Omega$ increases, as shown in Fig. 15. Similar features are seen in the incoherent absorption spectrum, the regular part of which is plotted in Fig. 23(b).

The coherent absorption spectrum for example A can be computed analytically, as

$$
\begin{equation*}
\mathcal{W}\left(\omega_{d}\right)=\Omega\left\langle\sigma_{y}\right\rangle=\frac{\gamma \Omega^{2}}{\left(\omega_{0}-\omega_{d}\right)^{2}+2 \Omega^{2}+(\gamma / 2)^{2}}, \tag{425}
\end{equation*}
$$

where the expectation value is taken with respect to the steady state of Eq. (9) (which is time independent in the rotating frame) with detuning $\Delta=\omega_{0}-\omega_{d}$. This result
is plotted in Fig. 23(c). Unlike the emission and incoherent absorption spectra, $\mathcal{W}\left(\omega_{d}\right)$ always shows a single peak at the resonance frequency. For weak driving, $\Omega \ll \gamma$, the absorption line width is of order $\gamma$, while at stronger driving it is instead proportional to the Rabi frequency, $\Omega$.

## J. Quantum correlations and entanglement witnesses

As we have discussed throughout this tutorial, the twotime correlation function provides a measure of temporal correlations between currents. This makes it particularly useful for the study of quantum correlations and measures of entanglement. Here, we will briefly discuss a few seminal examples that are relevant to the techniques we have described. For a tutorial on the subject, see Ref. [271].

It is possible to use the $g^{(2)}(\tau)$ function for multiple measurement ports, as described in Sec. VIC, as an entanglement criterion between observed currents. This has first been described in Ref. [272] where the authors have shown how entanglement between two driven optomechanical systems can be measured. In this proposal, there are two optomechanical cavities with a mechanical frequency $\omega_{M}$ that are coherently driven at a frequency $\Omega_{D}$. Here, the position of a mechanical oscillator modulates the frequency of an optical cavity mode. In the measured output current, the spectrum exhibits mechanical sidebands that are displaced from the drive frequency $\Omega_{D}$ by the mechanical frequency $\omega_{M}$. These sidebands are the result of Raman scattering processes, in which a photon either gains or loses energy by destroying or creating one phonon in the mechanical oscillator. The corresponding output modes are commonly known as the blue and red sidebands, respectively. Moreover, the presence of a photon in either the red or the blue sideband can be used to encode a logical qubit for the purpose of verifying entanglement. As shown in Ref. [272], these sidebands can serve as the logical basis to entangle the two mechanical oscillators by mixing the output on a single $50: 50$ beam splitter, erasing any which-way information. In each arm of the experiment after the beam splitter-denoted $A$ and $B$ - there is a frequency filter, projecting out the red and blue sidebands and thus leading to four measurement outcomes: $A_{r}, A_{b}, B_{r}$, and $B_{b}$. This creates entanglement in the following way. The detection of a red (blue) sideband photon informs us that one phonon has been created (annihilated) in one of the oscillators. Given that path information has been erased, we cannot say in which oscillator the phonon has been created. Thus, the final entangled state is a superposition of single-phonon states localized in each of the two mechanical oscillators.

As the authors show, the creation of a phonon in either of the mechanical oscillators by the coherent drive can be measured via the multicurrent $g^{(2)}$ function conditioned on
a particular measurement outcome,

$$
\begin{equation*}
g_{A_{b} \mid A_{r}}^{(2)}(\tau)=\frac{\left\langle b_{A_{r}}^{\dagger}(\tau) b_{A_{b}}^{\dagger}(\tau+t) b_{A_{b}}(\tau+t) b_{A_{r}}(\tau)\right\rangle}{\left\langle b_{A_{r}}^{\dagger} b_{A_{r}}\right\rangle\left\langle b_{A_{b}}^{\dagger} b_{A_{b}}\right\rangle} \tag{426}
\end{equation*}
$$

which can be computed using the methods outlined in Sec. VI C. This function provides one with a measure of the coherence between the measurement of a blue-sideband photon measured in detector $A_{b}$ at $t+\tau$ given that we have measured a red-sideband photon at $\tau$ in $A_{r}$, providing a clear indication that a phonon excitation was coher-ently-as opposed to a thermal excitation-generated in one of the two oscillators. Using these multicurrent $g^{(2)}$ functions, the author derive an upper bound on an entanglement witness, denoted

$$
\begin{equation*}
R_{m}(\tau)=4\left(\frac{g_{A_{b} \mid A_{r}}^{(2)}(\tau)+g_{B_{b} \mid A_{r}}^{(2)}(\tau)-1}{\left(g_{A_{b} \mid A_{r}}^{(2)}(\tau)-g_{B_{b} \mid A_{r}}^{(2)}(\tau)\right)^{2}}\right), \tag{427}
\end{equation*}
$$

in which a measurement of $R_{m}(\tau)<1$ is evidence of entanglement between the two mechanical oscillators. This entanglement has since been verified experimentally [273].

Other research has focused on using the emission spectrum $\mathcal{E}(\omega)$ to study quantum correlations. For example, as has been shown in [274], two mechanical oscillators with bosonic annihilation (creation) operators $a\left(a^{\dagger}\right)$ and $b\left(b^{\dagger}\right)$ can be entangled in a two-mode squeezed state-where the squeezing parameter is $r$-by independently coupling both oscillators to a single driven optical cavity mode $c\left(c^{\dagger}\right)$. The mechanical sidebands that are measured in the cavity emission spectrum are directly related to the occupations of mechanical two-mode Bogoliubov modes $\left\langle\beta_{i}^{\dagger} \beta_{i}\right\rangle$, defined in terms of the squeezing parameter $r$ by

$$
\begin{equation*}
\beta_{1}=a \cosh r+b^{\dagger} \sinh r, \quad \beta_{2}=b \cosh r+a^{\dagger} \sinh r . \tag{428}
\end{equation*}
$$

As shown in Ref. [274], the entanglement witness for continuous modes [275] is directly related to the occupation of these Bogoliubov modes $\left\langle\beta_{i}^{\dagger} \beta_{i}\right\rangle$. Moreover, these occupations are directly related to the heights of the measured red (blue) sidebands in $\mathcal{E}(\omega)$. Thus, from a direct measurement of $\mathcal{E}(\omega)$, one can witness the entanglement of mechanical squeezed states, which has in fact been accomplished experimentally [276].

## VII. CONCLUSIONS AND OUTLOOK

The first main goal of this tutorial has been to put forth a toolkit for describing current fluctuations in continuously measured systems. We have done this by using a unified approach, in which we have started with a general QME and identified the jump operators with particular clicks in
a detector. One can then build the corresponding output currents by weighting these clicks according to the physics in which one is interested. This has allowed us to describe, within a single framework, various phenomena from quantum optics to mesoscopic transport. Our second goal has been to provide a bridge between the stochastic master equations often used by quantum opticians and the tools of FCS used in condensed-matter physics and statistical mechanics. Both of these goals, we believe, are unique and cannot be found elsewhere in the literature.

Overall, we hope that this tutorial will encourage researchers working with QMEs to go beyond the average current. There are countless studies in the literature describing fascinating physical systems but focusing only on the average current, as it is something that readily follows from the QME. Here, we have shown that, with just a little more effort, one can go beyond the average to compute the two-point correlation function, the power spectrum, the noise, the FCS distribution, and the scaled cumulant generating function.

After studying this tutorial, the reader will hopefully should have gained the following insights. The reader will hopefully should have gained an appreciation for the stochastic quantum trajectories that arise from continuous measurements in the basic setting introduced in Sec. II. Most importantly, they understand the intrinsic connection between the stochastic measurement back action on the conditioned density matrix, and the measured output currents, for both jump and diffusive unravelings. The reader will hopefully understands the connection between twopoint correlation functions, the power spectrum, and the underlying noise in this measured current, as discussed in Sec. III. Through Sec. IV the reader will hopefully has become familiar with the theory of FCS, epitomized by the tilted Liouvillian and the cumulant generating function. An overview of the main formulas developed in Secs. II-IV is shown in Fig. 3. After completing Sec. V, the reader will hopefully has learned techniques to compute all these new quantities. This involves a mixture of techniques that are not always conventional. Finally, from Sec. VI, the reader will hopefully has gained a broad appreciation of the topical literature in which these techniques can be readily used.

Looking ahead, we believe that the toolkit put forth in this tutorial may be used to advance various fields of research. One example is thermodynamics: how do we account for the energetics of quantum continuous measurements [277] and the associated entropy production [42,187]? TURs and KURs [195], as well as the possibility of doing feedback control [263], offer two interesting scenarios in which continuous measurements meet thermodynamics. However, much remains unexplored. Another foundational field with exciting possibilities is that of Markovianity and memory in quantum systems [278, 279]. Throughout this tutorial, the system itself evolves
according to a Markovian master equation, while the outcome currents are non-Markovian-this is the quantum analogue of a hidden Markov model. Many features relating to the memory effects of the output current still remain open. Going further, very little is known of continuously measured systems the underlying dynamics of which is non-Markovian. We hope that our readers will now feel empowered and inspired to tackle these fascinating open questions.
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## APPENDIX A: MONTE CARLO WAVE-FUNCTION METHOD

In this appendix, we describe a more efficient method of performing stochastic simulations of the quantum jump unraveling. First, a small parenthesis: let $X$ denote a random variable that can take values over a discrete alphabet $x=1, \ldots, d$, with probabilities $p_{x}$. To sample $X$ efficiently, one may use the standard inversion method [280]:
(1) Construct the cumulative distribution $C_{x}=\sum_{y=1}^{x} p_{y}$.
(2) Sample a uniformly distributed random number $r \in$ $[0,1]$.
(3) Select the smallest $x$ such that $C_{x} \geq r$.

This can, of course, also be adapted to continuous variables by replacing a sum with an integral.

Quantum jumps can be simulated by applying the Kraus operators in Eq. (23): discretize time in small steps $d t$. At each time step:
(1) Sample one of $k=0,1, \ldots, r$ with probabilities

$$
p_{k}^{c}=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho_{c}\right\} \text { and } p_{0}^{c}=1-\sum_{k=1}^{r} p_{k}^{c}
$$

(2) Apply the corresponding operator $\rho_{c} \rightarrow M_{k} \rho_{c} M_{k}^{\dagger} / p_{k}$ associated with the value of $k$ that has been sampled.

Despite its simplicity, this method is not at all efficient because most of the time the sampling will return $k=0$ (no jump). We are thus using a large number of random numbers but in most time steps very little happens.

Here, we describe the Monte Carlo wave-function (MCWF) method [56], which is much more efficient. The method is rooted in the waiting-time distribution ideas discussed in Sec. VIA. In particular, Eq. (258) states that if the system is prepared in $\rho_{0}$, the probability that up to a time $t$ no jump has occurred is given by $P_{\mathrm{no}}(t)=$ $\operatorname{tr}\left\{e^{\mathcal{L}_{0} t} \rho_{0}\right\}$, where $\mathcal{L}_{0}$ is the no-jump superoperator defined in Eq. (254). The conditional state of the system, given that no jump has occurred, is $e^{\mathcal{L}_{0} t} \rho_{0} / P_{\mathrm{no}}(t)$. We will assume, as in Sec. VI A, that only a subset $\mathcal{M}$ of the jump operators are monitored. The idea of the MCWF is to first sample the random time $\tau$ where the jump will occur and then sample the resulting channel $k$. Both are sampled using the inversion method above.

First, we consider the jump times: $P_{\text {no }}(t)$ is a survival probability (the probability that it does not jump), so $1-P_{\mathrm{no}}(t)$ is the cumulative distribution. We therefore need to sample a uniform random number $r$ and solve $1-P_{\mathrm{no}}(t)=r$, which will give us the jump time $\tau$. Since $r$ is uniform over [ 0,1 ], this is the same as solving for $P_{\mathrm{no}}(t)=r$. Unfortunately, this is often a complicated equation that cannot be solved analytically. Instead, we evolve the system in small time steps as $\rho \rightarrow e^{\mathcal{L}_{0} \Delta t} \rho$ and compute the trace at each step, which is precisely $P_{\text {no }}$. We then keep going until $P_{\text {no }}=r$, which gives us the jump time $\tau$. The state immediately before the jump will be $\rho^{*}=e^{\mathcal{L}_{0} \tau} \rho_{0} / P_{\mathrm{no}}(\tau)$.

Next, we need to decide to which channel the jump occurs. We know from Eq. (24) that $p_{k}=d t \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho^{*}\right\}$. But over the set $k \in \mathcal{M}$, these are not normalized. We therefore define normalized probabilities $\mathfrak{p}_{k}=p_{k} / K$, where $K=\sum_{k \in \mathcal{M}} p_{k}$. The jump channel is then chosen by sampling $k \in \mathcal{M}$ from $\mathfrak{p}_{k}$. The state of the system is also updated to a postjump state $L_{k} \rho^{*} L_{k}^{\dagger} / \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho^{*}\right\}$. Then, the process restarts.

To summarize, the $n$th iteration of the MCWF algorithm reads (with $t_{0}=0$ ):
(1) Start from the state $\rho_{n-1}$ at time $t_{n-1}$.
(2) Sample two uniform random numbers $r, r^{\prime} \in[0,1]$.
(3) Evolve $\rho_{n-1}$ in time under $\mathcal{L}_{0}$, and compute its trace $P_{\mathrm{no}}(t)=\operatorname{tr}\left\{e^{\mathcal{L}_{0} t} \rho_{n-1}\right\}$ at each time step.
(4) Stop when $P_{\mathrm{no}}(t)=r$. This defines the duration $\tau_{n}$ from the last jump (so the absolute time is $t_{n}=t_{n-1}+\tau_{n}$ ). The prejump state is $\rho_{n}^{*}=$ $e^{\mathcal{L}_{0} \tau_{n}} \rho_{n-1} / P_{\mathrm{no}}\left(\tau_{n}\right)$.
(5) Use $r^{\prime}$ with the inversion method to sample the channel $k_{n} \in \mathcal{M}$ from the distribution

$$
\begin{equation*}
\mathfrak{p}_{k}=\frac{\operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho_{n}^{*}\right\}}{\sum_{q \in \mathcal{M}} \operatorname{tr}\left\{L_{q}^{\dagger} L_{q} \rho_{n}^{*}\right\}} \tag{A1}
\end{equation*}
$$

(6) Update the state as

$$
\begin{equation*}
\rho_{n}=\frac{L_{k_{n}} \rho_{n}^{*} L_{k_{n}}^{\dagger}}{\operatorname{tr}\left\{L_{k_{n}} \rho_{n}^{*} L_{k_{n}}^{\dagger}\right\}}=\frac{\mathcal{L}_{k_{n}} e^{\mathcal{L}_{0} \tau_{n}} \rho_{n-1}}{\operatorname{tr}\left(\mathcal{L}_{k_{n}} e^{\mathcal{L}_{0} \tau_{n}} \rho_{n-1}\right)} \tag{A2}
\end{equation*}
$$

Suppose that the algorithm runs to a specified final time $t_{f}$ and it happened that there were a total of $N$ jumps. The unnormalized state of the system at time $t_{f}$ will then be $\rho\left(t_{f}\right)=e^{\mathcal{L}_{0}\left(t_{f}-t_{N}\right)} \rho_{N}$.

The dynamics will depend on the choice of channels $\mathcal{M}$ that are monitored, as this affects both $\mathcal{L}_{0}$ and all $k$ sums. If all jumps are monitored and the initial state $\rho_{0}$ is pure, then the conditional states $e^{\mathcal{L}_{0} \tau_{n}} \rho_{n-1}$ remain pure at all times. This follows from the fact that, in this case, $e^{\mathcal{L}_{0} t} \rho=e^{-i H_{\text {eff }} t} \rho e^{i H_{\text {eff }}^{\dagger} t}$ [cf. Eq. (255)]. It is then possible to reformulate the entire procedure as a stochastic evolution of pure states $\rho_{n}=\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right|$. In particular, the states are generated according to the Markov chain

$$
\begin{equation*}
\left|\psi_{n}\right\rangle=\frac{L_{k_{n}} e^{-i H_{\mathrm{eff}} \tau_{n}}\left|\psi_{n-1}\right\rangle}{\| L_{k_{n}} e^{-i H_{\mathrm{eff}} \tau_{n}}\left|\psi_{n-1}\right\rangle \|} \tag{A3}
\end{equation*}
$$

with all other formulas being adapted in a similar way. This provides a major advantage, since only pure state vectors (wave functions) rather than density matrices need be stored, which is the origin of the name MCWF. In fact, this leads to a quadratic reduction (with respect to Hilbertspace dimension) in the memory cost of a simulation.

## APPENDIX B: DERIVATION OF THE STOCHASTIC MASTER EQUATION FOR QUANTUM DIFFUSION

To derive the stochastic master equation [Eq. (51)] for quantum diffusion, we employ the transformation given in Eq. (46) to the stochastic master equation for quantum jumps [cf. Eq. (30)]. For simplicity, we focus here on a single channel; the generalization to $r$ channels is straightforward. Upon regrouping terms, we find

$$
\begin{align*}
d \rho_{c}= & d t \mathcal{L} \rho_{c}+\left(\frac{d N}{|\alpha|}-d N \frac{\langle x\rangle}{|\alpha|^{2}}-|\alpha| d t\right) \\
& \times\left[L e^{-i \phi} \rho_{c}+\rho_{c} L^{\dagger} e^{i \phi}-\langle x\rangle_{c} \rho_{c}\right] \\
& +\frac{1}{|\alpha|}\left(\frac{d N}{|\alpha|}-|\alpha| d t\right)\left(L \rho_{c} L^{\dagger}-\left\langle L^{\dagger} L\right\rangle_{c} \rho_{c}\right) . \tag{B1}
\end{align*}
$$

In addition, the transformation also affects the probability of observing a jump [cf. Eq. (47)]:

$$
\begin{equation*}
P(d N=1)=d t\left(|\alpha|^{2}+|\alpha|\langle x\rangle_{c}+\left\langle L^{\dagger} L\right\rangle_{c}\right) \tag{B2}
\end{equation*}
$$

Equation (51) can be obtained by taking the limit $|\alpha| \rightarrow$ $\infty$. However, some subtleties arise concerning the time scales involved. Equation (B1) is only accurate in the regime where, in each time step $d t$, at most one jump occurs. Hence it is implicitly assumed that $d t$ remains sufficiently small so that $|\alpha| d t \ll 1$. Conversely, to obtain Eq. (51), we want a scenario in which, in each time step, many jumps occur. Hence we must integrate Eq. (B1) over a time $d \tau$ chosen such that $\rho_{c}$ only changes infinitesimally, while $d \tau|\alpha| \rightarrow \infty$.

In the first line of Eq. (B1), this simply results in the replacement $d t \rightarrow d \tau$. For the second line, we identify the Wiener increment as

$$
\begin{equation*}
d W=\int_{0}^{d \tau}\left[\frac{d N(t)}{|\alpha|}-d N(t) \frac{\langle x\rangle_{c}}{|\alpha|^{2}}-|\alpha| d t\right] \tag{B3}
\end{equation*}
$$

To see that this is indeed a Wiener increment, we note that the probability of observing $d N=1$ only depends on the conditional state $\rho_{c}$. If we can neglect the changes in $\rho_{c}$ during the time interval $d \tau$, we may assume all $d N$ during this time interval to be uncorrelated. Then, it holds that

$$
\begin{equation*}
P\left(\int_{0}^{d \tau} d N\right)=B[d \tau / d t, P(d N=1)] \tag{B4}
\end{equation*}
$$

where $B[n, p]$ denotes the binomial distribution with $n$ trials and success probability $p$. For a large number of trials, the binomial distribution is well approximated by a Gaussian distribution with mean $n p$ and variance $n p(1-p)$. From Eq. (B3), it then follows that $d W$ is also normally distributed with mean

$$
\begin{equation*}
E[d W]=\frac{d \tau}{|\alpha|}\left[\left\langle L^{\dagger} L\right\rangle_{c}\left(1-\frac{\langle x\rangle_{c}}{|\alpha|}\right)-\langle x\rangle_{c}^{2}\right] \rightarrow 0 \tag{B5}
\end{equation*}
$$

where the arrow denotes the limit of large $|\alpha|$ and variance

$$
\begin{align*}
E\left[d W^{2}\right]= & d \tau\left(1+\frac{\langle x\rangle_{c}}{|\alpha|}+\frac{\left\langle L^{\dagger} L\right\rangle_{c}}{|\alpha|^{2}}\right)\left(1-\frac{\langle x\rangle_{c}}{|\alpha|}\right)^{2} \\
& +\mathcal{O}(d t) \rightarrow d \tau \tag{B6}
\end{align*}
$$

For an illustration of why $d W^{2}=E\left[d W^{2}\right]$, we refer the reader to Ref. [57].

Finally, we note that

$$
\begin{align*}
\int_{0}^{d \tau}\left[\frac{d N}{|\alpha|}-|\alpha| d t\right]= & \frac{d W+|\alpha| d \tau}{1-\frac{|x\rangle_{c}}{|\alpha|}}-|\alpha| d \tau \rightarrow d W \\
& +\langle x\rangle_{c} d \tau \tag{B7}
\end{align*}
$$

The third line in Eq. (B1) thus vanishes, as it is $\mathcal{O}(1 /|\alpha|)$. We hence arrive at Eq. (51). Equation (B7) also allows for
deriving the smoothed version of the diffusive stochastic current given in Eq. (55):

$$
\begin{equation*}
\frac{1}{d \tau} \int_{0}^{d \tau} I_{\mathrm{diff}}(t) d t=v\left(\langle x\rangle_{c}+\frac{d W}{d \tau}\right) \tag{B8}
\end{equation*}
$$

where $I_{\text {diff }}(t)$ is given in Eq. (49). To recover the equations in the main text, we relabel $d \tau \rightarrow d t$ at the end of all calculations carried out in this appendix.

## APPENDIX C: MODELING A CONTINUOUS MEASUREMENT BY A SERIES OF DETECTORS

In this appendix, we provide additional details on the Gaussian measurement approach to quantum diffusion, described in Eq. (56). The Gaussian nature of the POVMs can be motivated by the central limit theorem [68]. Each Gaussian POVM models the effect of the continuous measurement over the time $d t$. We may equally well describe this by $N$ POVMs separated in time by the spacing $d t / N$, where $N$ can be taken arbitrarily large. By the central limit theorem, the sum of these $N$ measurement outcomes is approximately distributed by a Gaussian.

We first look at a single measurement. From the probability distribution of outcomes in Eq. (57), we obtain the average and variance of $z$ as follows:

$$
\begin{equation*}
E(z)=\langle Y\rangle, \quad \operatorname{Var}(z)=\frac{1}{4 \lambda d t}+\left\langle Y^{2}\right\rangle-\langle Y\rangle^{2} \simeq \frac{1}{4 \lambda d t} \tag{C1}
\end{equation*}
$$

where the last equality holds since $d t$ is infinitesimal. From this, we see that the quantity

$$
\begin{equation*}
d W=2 \sqrt{\lambda} d t(z-\langle Y\rangle) \tag{C2}
\end{equation*}
$$

will behave exactly like a Wiener increment; i.e., $E(d W)=$ 0 and $d W^{2}=d t$. Let us now define $L=\sqrt{\lambda} Y$ and $\delta L=$ $L-\langle L\rangle$. The map $M_{z} \rho M_{z}^{\dagger}$ can now be expanded, up to order $d t$ (and remembering that $d W^{2}=d t$ ). As a result, one finds that

$$
\begin{align*}
\frac{M_{z} \rho M_{z}^{\dagger}}{\operatorname{tr}\left\{M_{z} \rho M_{z}^{\dagger}\right\}}= & \rho+d t\left[\delta L \rho \delta L-\frac{1}{2}\left\{\delta L^{2}, \rho\right\}\right] \\
& +d W\{\delta L, \rho\}  \tag{C3}\\
= & \rho+d t \mathcal{D}[L] \rho+d W(\mathcal{H} \rho-\langle x\rangle \rho) . \tag{C4}
\end{align*}
$$

In the last line, we have simply recast the results in the language of the quantum diffusion SME in Eq. (51): since $L^{\dagger}=L$, it follows that $\mathcal{D}[\delta L]=\mathcal{D}[L]$. Moreover, $\mathcal{H} \rho=L \rho+\rho L=\{L, \rho\}$, as defined in Eq. (52) and $x=$ $L+L^{\dagger}=2 L$ [Eq. (48)].

To finish, we now compose the action of the map given in Eq. (C3), with the remaining evolution of the system.

Just for now, we define $\mathcal{L}$ as the Liouvillian composing all other dynamical elements of the system, which includes the unitary part, as well as other potential dissipators. We then imagine a stroboscopic dynamics, where we alternate between the "free" evolution with $\mathcal{L}$ and the Gaussian map given in Eq. (C3). This will lead to a conditional density matrix evolving according to

$$
\begin{equation*}
\rho_{c}(t+d t)=e^{\mathcal{L} d t} \frac{M_{z} \rho_{c}(t) M_{z}^{\dagger}}{\operatorname{tr}\left\{M_{z} \rho_{c}(t) M_{z}^{\dagger}\right\}} \tag{C5}
\end{equation*}
$$

which is conditioned on the outcome $z$, as well as all other past outcomes. Expanding $e^{\mathcal{L} d t}$ to first order in $d t$ and combining with the result of Eq. (C3) then leads to

$$
\begin{equation*}
\rho_{c}(t+d t)=\rho_{c}(t)+(\mathcal{L} \rho+\mathcal{D}[L] \rho)+d W(\mathcal{H} \rho-\langle x\rangle \rho) \tag{C6}
\end{equation*}
$$

This is precisely the Belavkin equation [Eq. (59)]. Note that now we can also absorb $\mathcal{D}[L]$ into the Liouvillian $\mathcal{L}$.

Lastly, we compare the outcomes $z$ with the stochastic current $I_{\text {diff }}(t)$ in Eq. (55). In terms of $x=2 L=2 \sqrt{\lambda} Y$, we can write Eq. (C2) as $z=1 / 2 \sqrt{\lambda}(\langle x\rangle+d W / d t)$. Comparing with Eq. (55), we therefore see that $z$ will reduce to $I_{\text {diff }}$ provided that we set the associated weight to $v=$ $1 /(2 \sqrt{\lambda})$.

## APPENDIX D: DERIVATION OF $\boldsymbol{F}(t, t+\tau)$ IN EQ. (67)

To derive Eq. (67), we must compute

$$
\begin{align*}
& E(I(t) I(t+\tau))=\frac{1}{d t^{2}} E(d N(t) d N(t+\tau)) \\
& \quad=\frac{1}{d t^{2}} \sum_{k, q} v_{k} v_{q} P\left(d N_{k}(t)=1, d N_{q}(t+\tau)=1\right) \tag{D1}
\end{align*}
$$

where we have used the fact that $d N$ takes on the value $v_{k}$ whenever $d N_{k}=1$. To proceed, we therefore need the joint probability $P\left(d N_{k}(t)=1, d N_{q}(t+\tau)=1\right)$ that in time $t$ there is a jump in channel $k$ and in time $t+\tau$ another jump in channel $q$ (irrespective of what happens in between). We assume that $\tau>0$. To proceed, we first write it in terms of a conditional probability,

$$
\begin{align*}
& P\left(d N_{k}(t)=1, d N_{q}(t+\tau)=1\right) \\
& \quad=P\left(d N_{q}(t+\tau)=1 \mid d N_{k}(t)=1\right) p_{k}(t) \tag{D2}
\end{align*}
$$

where $p_{k}(t)=\operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho(t)\right\} d t$ is the probability of a jump at time $t$. The conditional probability is then computed as follows. If a jump has occurred in channel $k$ at time $t$, then
the state of the system must be updated to

$$
\begin{equation*}
\rho(t) \rightarrow \frac{\mathcal{L}_{k} \rho(t)}{\operatorname{tr}\left\{\mathcal{L}_{k} \rho(t)\right\}}=\frac{d t}{p_{k}} \mathcal{L}_{k} \rho(t), \tag{D3}
\end{equation*}
$$

where $\mathcal{L}_{k} \rho=L_{k} \rho L_{k}^{\dagger}$. This is then used as the initial state and the system evolves up to time $t+\tau$ :

$$
\begin{equation*}
\frac{d t}{p_{k}} \mathcal{L}_{k} \rho(t) \rightarrow \frac{d t}{p_{k}} e^{\mathcal{L} \tau} \mathcal{L}_{k} \rho(t) \tag{D4}
\end{equation*}
$$

The conditional probability is now given by the same formula [Eq. (24)] for $p_{q}(t+\tau)$ but using this as the initial state. That is,

$$
\begin{equation*}
P\left(d N_{q}(t+\tau)=1 \mid d N_{k}(t)=1\right)=\frac{d t^{2}}{p_{k}} \operatorname{tr}\left\{\mathcal{L}_{q} e^{\mathcal{L} \tau} \mathcal{L}_{k} \rho(t)\right\} \tag{D5}
\end{equation*}
$$

Hence all factors of $d t$ eventually cancel and we are left with

$$
\begin{align*}
E(I(t) I(t+\tau)) & =\sum_{k, q} \nu_{k} v_{q} \operatorname{tr}\left\{\mathcal{L}_{q} e^{\mathcal{L} \tau} \mathcal{L}_{k} \rho(t)\right\} \\
& =\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho(t)\right\} \tag{D6}
\end{align*}
$$

The case $\tau=0$ must be handled separately:

$$
\begin{align*}
E\left(I(t)^{2}\right)= & \frac{1}{d t^{2}} \sum_{k} v_{k}^{2} p_{k}=\frac{1}{d t} \sum_{k} v_{k}^{2} \operatorname{tr}\left\{L_{k}^{\dagger} L_{k} \rho(t)\right\} \\
& :=\frac{1}{d t} K(t) \tag{D7}
\end{align*}
$$

where $K(t)$ is defined in Eq. (68). The result still depends on $1 / d t$ and is therefore infinite in the limit $d t \rightarrow 0$. We may thus formally replace it with a $\delta$ function and therefore write

$$
\begin{equation*}
E(I(t) I(t+\tau))=\delta(\tau) K(t)+\operatorname{tr}\left\{\mathcal{J} e^{\mathcal{L} \tau} \mathcal{J} \rho(t)\right\} \tag{D8}
\end{equation*}
$$

Subtracting $J(t) J(t+\tau)$ then yields Eq. (67).

## APPENDIX E: DERIVATION OF $\boldsymbol{F}_{\text {diff }}(\boldsymbol{t}, \boldsymbol{t}+\boldsymbol{\tau})$ IN EQ. (72)

For simplicity, we will assume that there is a single jump operator $L$ involved. The generalization to multiple operators is straightforward but more cumbersome. The system will thus evolve according to the conditional dynamics:

$$
\begin{equation*}
d \rho_{c}=d t \mathcal{L} \rho_{c}+d W\left[\mathcal{H} \rho_{c}-\langle x\rangle_{c} \rho_{c}\right] \tag{E1}
\end{equation*}
$$

where $\mathcal{H} \rho=L e^{-i \phi} \rho+\rho L^{\dagger} e^{i \phi}$ and $x=L e^{-i \phi}+L^{\dagger} e^{i \phi}$. Moreover, the associated stochastic current is simply

$$
\begin{equation*}
I_{\mathrm{diff}}(t)=\langle x\rangle_{c}(t)+\xi(t) \tag{E2}
\end{equation*}
$$

where $\langle x\rangle_{c}(t)=\operatorname{tr}\left\{x \rho_{c}(t)\right\}$ and $\xi(t)=d W / d t$.

It is convenient to discretize time in steps of $d t$ and let $t_{j}=j d t, j=0,1,2, \ldots$ The randomness in the system stems from the Wiener increments $d W_{j}=d W\left(t_{j}\right)$. The expectation $\langle x\rangle_{j}=\langle x\rangle_{c}\left(t_{j}\right)$ depends, by definition, on $d W_{0}, \ldots, d W_{j-1}$. We will use the notation $d W_{0: j-1}=$ ( $d W_{0}, \ldots, d W_{j-1}$ ) to denote the collection of Wiener increments from 0 to $j-1$.

The evolution of $\rho_{j}=\rho_{c}\left(t_{j}\right)$ given by Eq. (E1) will be written more compactly as

$$
\begin{equation*}
\rho_{j+1}=\mathcal{V}_{d W_{j}} \rho_{j} \tag{E3}
\end{equation*}
$$

where the map $\mathcal{V}_{d W_{j}} \rho$ is nonlinear in $\rho$. The evolution from $t_{j}$ to $t_{k}>t_{j}$ can thus be written as

$$
\begin{equation*}
\rho_{k}=\mathcal{V}_{d W_{k-1}} \ldots \mathcal{V}_{d W_{j+1}} \mathcal{V}_{d W_{j}} \rho_{j} \tag{E4}
\end{equation*}
$$

To obtain the two-point function, we must compute (assuming that $t_{k}>t_{j}$ )

$$
\begin{align*}
E\left(I_{\mathrm{diff}}\left(t_{j}\right) I_{\mathrm{diff}}\left(t_{k}\right)\right)= & E\left(\langle x\rangle_{j}\langle x\rangle_{k}\right)+E\left(\langle x\rangle_{j} \xi_{k}\right) \\
& +E\left(\langle x\rangle_{k} \xi_{j}\right)+E\left(\xi_{j} \xi_{k}\right) \tag{E5}
\end{align*}
$$

The second term vanishes because $\langle x\rangle_{j}$ is independent of $\xi_{k}$ (since $t_{k}>t_{j}$ ) and $E\left(\xi_{k}\right)=0$. The fourth term in Eq. (E5) yields $E\left(\xi_{j} \xi_{k}\right)=\delta_{j k} / d t \rightarrow \delta\left(t_{j}-t_{k}\right)$.

To compute the two remaining terms, we shall make use of the law of total averages, which states that given a function $f\left(d W_{0: k-1}\right)$, we can write

$$
\begin{equation*}
E\left(f\left(d W_{0: k-1}\right)\right)=E\left(E\left[f\left(d W_{0: k-1}\right) \mid d W_{0: j-1}\right]\right) \tag{E6}
\end{equation*}
$$

where $E(a \mid b)=\sum_{a} a p(a \mid b)$ is the conditional average, which is still a function of $b$. The above equation therefore establishes that to compute an average over $d W_{0: k-1}$, we can first compute an average over $d W_{j: k-1}$, with fixed $d W_{0: j-1}$, and afterward average over $d W_{0: j-1}$.

For example, we can write

$$
\begin{equation*}
E\left(\langle x\rangle_{k}\langle x\rangle_{j}\right)=E\left(\langle x\rangle_{j} E\left[\langle x\rangle_{k} \mid d W_{0: j-1}\right]\right) \tag{E7}
\end{equation*}
$$

Now,

$$
\begin{align*}
E\left[\langle x\rangle_{k} \mid d W_{0: j-1}\right]= & \operatorname{tr}\left\{x E \left[\mathcal{V}_{d W_{k-1}}\right.\right. \\
& \left.\left.\ldots \mathcal{V}_{d W_{j+1}} \mathcal{V}_{d W_{j}} \rho_{j} \mid d W_{0: j-1}\right]\right\} \tag{E8}
\end{align*}
$$

where $\rho_{j}$ only depends on $d W_{0: j-1}$. Since $d W_{0: j-1}$ is fixed, we can compute the averages over $d W_{k-1}, \ldots d W_{j+1}$ and $d W_{j}$. These averages are all independent and, for a given
$\rho$, independent of $d W$,

$$
\begin{equation*}
E\left(\mathcal{V}_{d W} \rho\right)=\rho+d t \mathcal{L} \rho \simeq e^{\mathcal{L} d t} \rho \tag{E9}
\end{equation*}
$$

We are thus left with

$$
\begin{equation*}
E\left[\langle x\rangle_{k} \mid d W_{0: j-1}\right]=\operatorname{tr}\left\{x e^{\mathcal{L}\left(t_{k}-t_{j}\right)} \rho_{j}\right\} . \tag{E10}
\end{equation*}
$$

Hence

$$
\begin{equation*}
E\left(\langle x\rangle_{k}\langle x\rangle_{j}\right)=E\left[\operatorname{tr}\left\{x e^{\mathcal{L}\left(t_{k}-t_{j}\right)} \rho_{j}\right\} \operatorname{tr}\left\{x \rho_{j}\right\}\right], \tag{E11}
\end{equation*}
$$

where this remaining average is over $d W_{0: j-1}$. Albeit complicated, we will see that this term will actually cancel out in the final expression.

Finally, we turn to the fourth term in Eq. (E5). It reads

$$
\begin{equation*}
E\left(\langle x\rangle_{k} \xi_{j}\right)=\operatorname{tr}\left\{x E\left[\xi_{j} \mathcal{V}_{d W_{k-1}} \ldots \mathcal{V}_{d W_{j}} \rho_{j}\right]\right\} . \tag{E12}
\end{equation*}
$$

This is similar to before but the term corresponding to $j$ is different, since it is multiplied by $\xi_{j}=d W_{j} / d t$. In fact, from Eq. (E1), we see that

$$
\begin{equation*}
E\left(\xi_{j} \mathcal{V}_{d W_{j}} \rho\right)=\mathcal{H} \rho-\rho \operatorname{tr}\{x \rho\} . \tag{E13}
\end{equation*}
$$

Hence

$$
\begin{align*}
E\left(\langle x\rangle_{k} \xi_{j}\right)= & E\left[\operatorname{tr}\left\{x e^{\mathcal{L}\left(t_{k}-t_{j}\right)} \mathcal{H} \rho_{j}\right\}\right] \\
& -E\left[\operatorname{tr}\left\{x e^{\mathcal{L}\left(t_{k}-t_{j}\right)} \rho_{j}\right\} \operatorname{tr}\left\{x \rho_{j}\right\}\right] . \tag{E14}
\end{align*}
$$

When we plug this into Eq. (E5), the second line will cancel out the term obtained in Eq. (E11). In fact, although the exponentials are slightly different in both, this difference becomes negligible when $d t \rightarrow 0$. Equation (E5) therefore finally reduces to

$$
\begin{equation*}
E\left(I_{\mathrm{diff}}\left(t_{j}\right) I_{\mathrm{diff}}\left(t_{k}\right)\right)=\delta\left(t_{j}-t_{k}\right)+E\left[\operatorname{tr}\left\{x e^{\mathcal{L}\left(t_{k}-t_{j}\right)} \mathcal{H} \rho_{j}\right\}\right] \tag{E15}
\end{equation*}
$$

This finishes the proof. To obtain Eq. (72), we must simply subtract $J_{\text {diff }}\left(t_{j}\right) J_{\text {diff }}\left(t_{k}\right)$ and take the limit $d t \rightarrow 0$.

## APPENDIX F: WHITE NOISE

A stationary Poisson process is described by a stochastic increment $d N_{k}(t)$ the average of which is a constant, $E\left[d N_{k}(t)\right]=p_{k}=d t \times$ const. and which is independent of
any previous jumps, so that

$$
\begin{equation*}
P\left(d N_{k}(t+\tau)=1 \mid d N_{q}(t)=1\right)=p_{k}, \tag{F1}
\end{equation*}
$$

for any $\tau>0$. Now consider a current $I(t)=\sum_{k} \nu_{k} d N_{k} / d t$ constructed from a linear combination of stationary Poisson increments. The average current is

$$
\begin{equation*}
J=\sum_{k} \frac{v_{k} p_{k}}{d t} . \tag{F2}
\end{equation*}
$$

Following the arguments of Appendix D, for $\tau>0$ we have

$$
\begin{align*}
E(I(t) I(t+\tau))= & \frac{1}{d t^{2}} \sum_{k, q} v_{k} v_{q} P\left(d N_{k}(t+\tau)\right. \\
& \left.=1 \mid d N_{q}(t)=1\right) p_{q} \\
= & \frac{1}{d t^{2}} \sum_{k, q} v_{k} v_{q} p_{k} p_{q} \\
= & J^{2} . \tag{F3}
\end{align*}
$$

Therefore, the connected autocorrelation function for arbitrary $\tau$ is simply

$$
\begin{equation*}
F(\tau)=E(I(t) I(t+\tau))-J^{2}=K \delta(\tau) \tag{F4}
\end{equation*}
$$

where $K=\sum_{k} v_{k}^{2} p_{k} / d t$. The two-point function of a Poisson white noise therefore only contains a Dirac delta correlation. Deviations from white noise in the power spectrum of a stationary quantum jump process correspond to a departure from pure Poisson statistics.

The Fano factor [cf. Eq. (105)] for a linear combination of Poisson processes thus reads

$$
\begin{equation*}
f=\frac{K}{J}=\frac{\sum_{k} v_{k}^{2} p_{k}}{\sum_{k} v_{k} p_{k}} . \tag{F5}
\end{equation*}
$$

For $v_{k}=1$, the Fano factor reduces to one, which explains why $f=1$ is associated with Poissonian statistics. Note that if all weights are equal, $v_{k}=q$, the Fano factor is usually defined as

$$
\begin{equation*}
f(t)=\frac{\operatorname{Var}(N(t))}{q E(N(t))}, \tag{F6}
\end{equation*}
$$

which still results in $f=1$.
The counterpart of white noise for a time-continuous process is simply the Wiener process, $W(t)$, the increment of which obeys $E[d W(t)]=0, d W(t)^{2}=d t$, and $E[d W(t) d W(t+\tau)]=0$ for $\tau \neq 0$. These properties ensure that fluctuations at different times are statistically independent while retaining a finite power spectrum. A
current formed from a linear combination of independent Wiener increments can be written as $I(t)=J+$ $\sum_{k} v_{k} d W_{k}(t) / d t$, for a constant $J$. It is then straightforward to see that, for $\tau>0$,

$$
\begin{equation*}
E(I(t) I(t+\tau))-J^{2}=0, \tag{F7}
\end{equation*}
$$

and that when $\tau=0$,

$$
\begin{align*}
E(I(t) I(t))-J^{2} & =\frac{1}{d t^{2}} \sum_{k, q} v_{k} v_{q} E\left[d W_{k}(t) d W_{q}(t)\right] \\
& =\frac{1}{d t} \sum_{k} v_{k}^{2} \tag{F8}
\end{align*}
$$

using the property $E\left[d W_{k}(t) d W_{q}(t)\right]=\delta_{k q} d t$. In the limit $d t \rightarrow 0$, we can thus write

$$
\begin{equation*}
F(\tau)=K_{\mathrm{diff}} \delta(\tau), \tag{F9}
\end{equation*}
$$

with $K_{\text {diff }}=\sum_{k} v_{k}^{2}$.

## APPENDIX G: FILTERING BASICS

In this appendix, we touch on some basic concepts in signal processing that have been used in Sec. II E 2. A filter converts an input signal $X(t)$ into an output signal $Y(t)$ by means of a convolution

$$
\begin{equation*}
Y(t)=\int_{-\infty}^{\infty} h\left(t-t^{\prime}\right) X\left(t^{\prime}\right) d t^{\prime} \tag{G1}
\end{equation*}
$$

for a certain function $h(t)$. It is convenient to define $h(t)$ to be zero when $t<0$; A commonly used filter in the quantum optics literature [263,281-286] - which has been similarly defined in Eq. (396)-is that given by

$$
\begin{equation*}
h(t)=\gamma e^{-\gamma t} \theta(t), \tag{G2}
\end{equation*}
$$

where $\gamma$ is called the bandwidth of the filter. Here, $\theta(t)$ is the Heaviside function, which makes this filter causal; i.e., $Y(t)$ only depends on past values of $X(t)$. Eq. (G2) is an example of a low-pass filter because, as we will see, it tends to remove high frequencies but allow for low frequencies to pass.

Filters are more commonly defined in Fourier space. Using the convolution theorem, we obtain

$$
\begin{equation*}
Y(\omega)=h(\omega) X(\omega), \tag{G3}
\end{equation*}
$$

where $h(\omega)$, the Fourier transform of $h(t)$, is called the transfer function. For the filter given in Eq. (G2), we find

$$
\begin{equation*}
h(\omega)=\frac{1}{1-i \omega / \gamma} . \tag{G4}
\end{equation*}
$$

This complex function is more conveniently analyzed in terms of its phase and absolute value. The latter, in
particular, is called the "gain":

$$
\begin{equation*}
G(\omega)=|h(\omega)| . \tag{G5}
\end{equation*}
$$

Further, for visualization purposes, the gain is measured in decibels (dB) and is thus plotted on a log scale given by

$$
\begin{equation*}
G_{\mathrm{dB}}(\omega)=20 \log _{10}\{G(\omega)\} . \tag{G6}
\end{equation*}
$$

For the low-pass filter given in Eq. (G4),

$$
\begin{equation*}
G(\omega)=\frac{1}{\sqrt{1+(\omega / \gamma)^{2}}} \tag{G7}
\end{equation*}
$$

Equation (G7) is actually just one element of the family of Butterworth filters, defined by the gain function

$$
\begin{equation*}
G(\omega)=\frac{1}{\sqrt{1+(\omega / \gamma)^{2 n}}}, \tag{G8}
\end{equation*}
$$

where $n$ is called the order of the filter, such that $n=$ 1 recovers Eq. (G7). Results for different values of $n$ are shown in Fig. 24(a). As anticipated, the filter passes frequencies $\omega<\gamma$ and attenuates frequencies $\omega>\gamma$. Increasing $n$ gives rise to sharper cutoffs. For $n \rightarrow \infty$, the gain becomes rectangular at $\gamma$, leaving frequencies $\omega<\gamma$ unaffected, while entirely suppressing $\omega>\gamma$. There is a phase freedom in how to define the corresponding transfer function $h(\omega)$, which generates Eq. (G8). One possible choice is to write it as

$$
\begin{equation*}
h(\omega)=\prod_{k=1}^{n} \frac{(-1)^{n}}{(i \omega / \gamma)+e^{i(2 k+n-1) \pi / 2 n}} . \tag{G9}
\end{equation*}
$$

We can also have high-pass filters, which have the opposite effect. For example, consider a function $h(t)$ similar to Eq. (G2) but convolving with $d X / d t$ instead of $X(t)$ :

$$
\begin{equation*}
Y(t)=\int_{-\infty}^{\infty} e^{-\gamma\left(t-t^{\prime}\right)} \theta\left(t-t^{\prime}\right) \frac{d X}{d t^{\prime}}, \tag{G10}
\end{equation*}
$$

with no factor of $\gamma$ in front in order to make $Y(t)$ have the same units as $X(t)$. Applying the convolution theorem and recalling that the Fourier transform of $d X / d t$ is $-i \omega X(\omega)$, we obtain

$$
\begin{equation*}
Y(\omega)=\frac{-i \omega / \gamma}{1-i \omega / \gamma} X(\omega):=\tilde{h}(\omega) X(\omega) . \tag{G11}
\end{equation*}
$$

The corresponding gain is shown in Fig. 24(b) and, as we can see, behaves exactly opposite to the low-pass case, filtering out low frequencies but allowing high frequencies to pass. A more systematic way of creating high-pass filters is to start with the low-pass one and apply the transformation


FIG. 24. The gain function for Butterworth filters of different orders, $n=1,2,3$, and 4: (a) low-pass, (b) high-pass, and (c) band-pass with $\omega_{h}=10 \omega_{l}$.
$\omega \rightarrow 1 / \omega$ (and, to make things dimensionless, we also set $\gamma \rightarrow 1 / \gamma)$. With this, one can then obtain a family of highpass Butterworth filters starting with Eq. (G8). Results for this are shown in Fig. 24(b) for different values of $n$.

Finally, we can have a band-pass filter, which selects only within a certain window, specified by two frequencies, $\omega_{l}$ and $\omega_{h}>\omega_{l}$. Band-pass filters can also be constructed from low-pass filters, by shifting the frequencies as

$$
\begin{equation*}
\frac{\omega}{\gamma} \rightarrow \frac{1}{\sqrt{\Delta \omega}}\left(\frac{\omega}{\omega_{0}}+\frac{\omega_{0}}{\omega}\right) \tag{G12}
\end{equation*}
$$

where $\Delta \omega=\omega_{h}-\omega_{l}$ and $\omega_{0}=\sqrt{\omega_{h} \omega_{l}}$. Examples for the Butterworth case with different $n$ are shown in Fig. 24(c).

## APPENDIX H: ADJOINT LINDBLAD EVOLUTION

The adjoint Liouvillian defined in Eq. (95) can be understood as the generator for a kind of "Heisenberg-picture" evolution for open quantum systems. In particular, the operator $A(t)=e^{\mathcal{L}^{\dagger} t} A$ can be obtained as the solution of the adjoint QME

$$
\begin{equation*}
\frac{d}{d t} A(t)=\mathcal{L}^{\dagger} A(t), \quad A(0)=A \tag{H1}
\end{equation*}
$$

This solution can then be used to generate expectation values,

$$
\begin{equation*}
\langle A(t)\rangle=\operatorname{tr}[A(t) \rho(0)]=\operatorname{tr}[A \rho(t)] \tag{H2}
\end{equation*}
$$

in addition to two-time correlation functions as shown in Eq. (96). This is especially useful since one may only need to know the evolution of specific observables, rather than the full information contained in the density matrix.

As a simple example, let us consider example D: a cavity without driving or nonlinearity so that $G=U=0$. Moreover, let us allow for the presence of finite-temperature
damping, so that the Liouvillian becomes

$$
\begin{equation*}
\mathcal{L} \bullet=-i[H, \bullet]+\kappa(\bar{N}+1) \mathcal{D}[a] \bullet+\kappa \bar{N} \mathcal{D}\left[a^{\dagger}\right] \bullet \tag{H3}
\end{equation*}
$$

The adjoint QME for the annihilation operator is

$$
\begin{equation*}
\frac{d a}{d t}=-i \Delta a-\frac{1}{2} \kappa a \tag{H4}
\end{equation*}
$$

while the equation for the number operator $n=a^{\dagger} a$ is

$$
\begin{equation*}
\frac{d n}{d t}=\kappa(\bar{N}-n) \tag{H5}
\end{equation*}
$$

The solutions of these equations are easily found to be

$$
\begin{gather*}
a(t)=e^{-i \Delta t-\kappa t / 2} a(0)  \tag{H6}\\
n(t)=\bar{N}+e^{-\kappa t}[n(0)-\bar{N}]
\end{gather*}
$$

which is far simpler than solving the master equation $d \rho / d t=\mathcal{L} \rho$, as the latter is an infinite system of coupled differential equations for the matrix elements of $\rho$.

It is crucial to note, however, that - unlike for a purely unitary dynamics generated by a Hamiltonian-one cannot obtain the solution Eq. (H7) for $n(t)$ directly from Eq. (H6), i.e., $n(t) \neq a^{\dagger}(t) a(t)$, or, more precisely,

$$
\begin{equation*}
e^{\mathcal{L}^{\dagger} t}\left(a^{\dagger} a\right) \neq e^{\mathcal{L}^{\dagger} t}\left(a^{\dagger}\right) e^{\mathcal{L}^{\dagger} t}(a) \tag{H8}
\end{equation*}
$$

This shows that the evolution operator $e^{\mathcal{L}^{\dagger} t}$ is not distributive over the operator product. Equivalently, the adjoint Liouvillian does not obey the Leibniz product rule, since

$$
\begin{equation*}
\frac{d n}{d t}=\mathcal{L}^{\dagger}\left(a^{\dagger} a\right) \neq \mathcal{L}^{\dagger}\left(a^{\dagger}\right) a+a^{\dagger} \mathcal{L}^{\dagger}(a) \tag{H9}
\end{equation*}
$$

Therefore, care must be taken when working with the adjoint QME and its solutions: superoperators always
act on everything to their right. For example, it is a common misconception that the adjoint Liouvillian does not preserve the canonical commutation relations because $\left[a(t), a^{\dagger}(t)\right] \neq \mathbb{1}$. However, this misunderstanding arises simply from an incorrect application of the evolution superoperator, which should act on the commutator as a whole:

$$
\begin{equation*}
e^{\mathcal{L}^{\dagger} t}\left(\left[a, a^{\dagger}\right]\right)=e^{\mathcal{L}^{\dagger} t}(\mathbb{1})=\mathbb{1} . \tag{H10}
\end{equation*}
$$

The last equality follows because $\mathcal{L}^{\dagger}(\mathbb{1})=0$ (this is a consequence of trace preservation, as shown explicitly below). Note that the same caution applies to all open quantum systems and not only to the specific example of a quantum oscillator.

The only exceptions to this rule are the purely Hamiltonian superoperators of the form $\mathcal{L} \bullet=-i[H, \bullet]$, which generate the evolution superoperator $\mathcal{U}=e^{\mathcal{L} t}$. The corresponding adjoint superoperator acts as $\mathcal{U}^{\dagger}(A)=U^{\dagger} A U$, where $U=e^{-i H t}$ is a unitary operator. It is straightforward to check that $\mathcal{U}\left(\mathcal{U}^{\dagger}(A)\right)=A$ for any operator $A$; hence $\mathcal{U}$ itself is a unitary superoperator-its adjoint is also its inverse. Such unitary superoperators are distributive because

$$
\begin{equation*}
\mathcal{U}(A B)=U A B U^{\dagger}=U A U^{\dagger} U B U^{\dagger}=\mathcal{U}(A) \mathcal{U}(B) \tag{H11}
\end{equation*}
$$

Equivalently, a Leibniz rule holds for a Hamiltonian generator $\mathcal{L}^{\dagger}=i[H, \bullet]$, since

$$
\begin{equation*}
[H, A B]=[H, A] B+A[H, B] \tag{H12}
\end{equation*}
$$

which is a well-known commutator identity.
Finally, we note that the adjoint Liouvillian $\mathcal{L}^{\dagger}$ is defined by the relation

$$
\begin{equation*}
\operatorname{tr}\left[A^{\dagger} \mathcal{L}(B)\right]=\operatorname{tr}\left[\mathcal{L}^{\dagger}\left(A^{\dagger}\right) B\right] \tag{H13}
\end{equation*}
$$

In the vectorization language of $\mathrm{Sec} . \mathrm{VB}$, this is equivalent to the standard definition of the adjoint with respect to the Hilbert-Schmidt inner product, $\langle\langle A \mid B\rangle\rangle=\operatorname{tr}\left[A^{\dagger} B\right]$ [287], i.e.,

$$
\begin{equation*}
\langle\langle A \mid \mathcal{L} B\rangle\rangle=\left\langle\left\langle\mathcal{L}^{\dagger} A \mid B\right\rangle\right\rangle \tag{H14}
\end{equation*}
$$

This is the underlying reason for the choice of notation $\mathcal{L}^{\dagger}$. Moreover, it implies that $\mathcal{L}^{\dagger}$ can be found simply by taking the conjugate transpose of the matrix $\mathcal{L}$, i.e.,

$$
\begin{equation*}
\left.\left.\mathcal{L}=\sum_{j \neq 0} \lambda_{j}\left|x_{j}\right\rangle\right\rangle\left\langle y_{j}\right| \quad \Rightarrow \quad \mathcal{L}^{\dagger}=\sum_{j \neq 0} \lambda_{j}^{*}\left|y_{j}\right\rangle\right\rangle\left\langle\left\langle x_{j}\right|\right. \tag{H15}
\end{equation*}
$$

Therefore, the right (left) eigenvectors of $\mathcal{L}$ are the left (right) eigenvectors of $\mathcal{L}^{\dagger}$, with the same eigenvalues up to complex conjugation. In particular, since the identity is always a left eigenvector of $\mathcal{L}$ with eigenvalue 0 , we have

$$
\begin{equation*}
\left.\mathcal{L}^{\dagger}|\mathbb{1}\rangle\right\rangle=0 \quad \Rightarrow \quad \mathcal{L}^{\dagger}(\mathbb{1})=0 \tag{H16}
\end{equation*}
$$

## APPENDIX I: FULL COUNTING STATISTICS FOR QUANTUM DIFFUSION

## 1. As a limiting case of quantum jumps

To derive the tilted Liouvillian for quantum diffusion, as in Sec. IV B, we start with Eq. (116) and apply the transformation in Eq. (46), which results in

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=\mathcal{L} \rho+\sum_{k=1}^{r}\left(e^{i \chi \nu_{k}}-1\right)\left(\alpha_{k}+L_{k}\right) \rho\left(\alpha_{k}^{*}+L_{k}^{\dagger}\right) \tag{I1}
\end{equation*}
$$

The corresponding probability distribution stemming from FCS refers to the total charge $N(t)=\sum_{k} \nu_{k} N_{k}(t)$. Instead, we are interested in

$$
\begin{equation*}
N_{\mathrm{diff}}(t)=\int_{0}^{t} d t^{\prime} I_{\mathrm{diff}}\left(t^{\prime}\right)=\sum_{k=1}^{r} v_{k}\left(\frac{N_{k}(t)}{\left|\alpha_{k}\right|}-\left|\alpha_{k}\right| t\right) \tag{I2}
\end{equation*}
$$

where each counting variable is rescaled and there is an offset that is independent of the system dynamics. The rescaling is obtained by changing the weights in $\mathcal{L}_{\chi}$ as $v_{k} \rightarrow$ $v_{k} /\left|\alpha_{k}\right|$. The offset can be included by the replacement

$$
\begin{equation*}
\mathcal{L}_{\chi} \rightarrow \mathcal{L}_{\chi}-i \chi \sum_{k=1}^{r} \nu_{k}\left|\alpha_{k}\right| \tag{I3}
\end{equation*}
$$

This can actually be anticipated from Eq. (119), since the probability distribution $\tilde{P}$ for $\tilde{n}=n-c t$, where $c t$ is a constant offset in the total charge, can be written as

$$
\begin{equation*}
\tilde{P}(\tilde{n}, t)=P(\tilde{n}+c t, t)=\int_{-\infty}^{\infty} \frac{d \chi}{2 \pi} e^{-i \tilde{n} \chi} \operatorname{tr}\left\{e^{\left(\mathcal{L}_{\chi}-i \chi c\right) t} \rho_{0}\right\} \tag{I4}
\end{equation*}
$$

where $P$ denotes the probability distribution for $n$.
Applying these replacements to Eq. (I1), we obtain the tilted Liouvillian that describes the FCS for $N_{\text {diff }}(t)$ :

$$
\begin{align*}
\mathcal{L}_{\chi} \rho= & \mathcal{L} \rho+\sum_{k=1}^{r}\left(e^{i \chi \frac{\nu_{k}}{\left|\alpha_{k}\right|}}-1\right)\left(\alpha_{k}+L_{k}\right) \rho\left(\alpha_{k}^{*}+L_{k}^{\dagger}\right) \\
& -i \chi \sum_{k=1}^{r} v_{k}\left|\alpha_{k}\right| \tag{I5}
\end{align*}
$$

Taking the limit $\left|\alpha_{k}\right| \rightarrow \infty$, this reduces to Eq. (124).

## 2. For Gaussian POVMs

We can also arrive at the same result for the case of Gaussian measurements in Eq. (56) (for a similar discussion, see Ref. [288]). As discussed in Appendix C, the outcomes $z$ represent the output current in this case, corresponding to a measurement of the operator $x=2 L=$
$2 \sqrt{\lambda} Y$ with weight $v=1 /(2 \sqrt{\lambda})$. As in Sec. IV and Eq. (113), the FCS can be obtained by considering the $n$ resolved density matrix. Under a continuous measurement described by Eq. (56), its time evolution is given by

$$
\begin{equation*}
\rho_{n}(t+d t)=e^{\mathcal{L} d t} \int_{-\infty}^{\infty} d z M_{z} \rho_{n-z d t}(t) M_{z} \tag{I6}
\end{equation*}
$$

where $\mathcal{L}$ denotes the Liouvillian in the absence of the continuous measurement. This equation implies that the measurement outcome $z$ (corresponding to the instantaneous diffusive current) increases the total charge by $z d t$. Fourier transforming this equation, we find that

$$
\begin{equation*}
\rho_{\chi}(t+d t)=e^{\mathcal{L} d t} \int_{-\infty}^{\infty} d z e^{i \chi z d t} M_{z} \rho_{\chi}(t) M_{z} \tag{I7}
\end{equation*}
$$

The integral over $z$ can be evaluated upon inserting identities $\sum_{y}|y\rangle\langle y|$, resolved in the eigenstates of $Y$, on the left and right of the density matrix. Expanding to linear order in $d t$, we find the generalized QME

$$
\begin{align*}
\frac{\partial}{\partial t} \rho_{\chi}(t)= & \mathcal{L} \rho_{\chi}(t)+\lambda \mathcal{D}[Y] \rho_{\chi}(t) \\
& -\frac{\chi^{2}}{8 \lambda} \rho_{\chi}(t)+i \frac{\chi}{2}\left\{Y, \rho_{\chi}(t)\right\} \tag{I8}
\end{align*}
$$

This equation nicely illustrates the trade-off between measurement back action (the term proportional to $\lambda$ ) and imprecision noise (the term proportional to $1 / \lambda$ ). We note that for $L=\sqrt{\lambda} Y$ and $v=1 /(2 \sqrt{\lambda})$, the last equation is equivalent to Eq. (124). Note that in the latter, the term $\mathcal{D}[Y]$ is included in $\mathcal{L}$, in contrast to Eq. (I8).

## APPENDIX J: MOMENTS FROM FULL COUNTING STATISTICS

In this appendix, we consider the following problem. We have a system described by a generic tilted Liouvillian $\mathcal{L}_{\chi}$, the form of which we do not wish to specify. Our goal is to obtain the formulas for the first two cumulants. The starting point is Eq. (132), which, written more explicitly, reads

$$
\begin{equation*}
E\left[N(t)^{j}\right]=\left.\left(-i \partial_{\chi}\right)^{j} \operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho(0)\right\}\right|_{\chi=0} \tag{J1}
\end{equation*}
$$

Thus, to use this formula we must be able to compute $\left(-i \partial_{\chi}\right)^{j} e^{\mathcal{L}_{\chi} t}$. Derivatives of this kind, however, are quite difficult to handle because $\mathcal{L}_{\chi}$ generally does not commute with $\partial_{\chi} \mathcal{L}_{\chi}$. We can see this using the following general Baker-Campbell-Hausdorff formula. Let $G_{\phi}$ denote any operator (or superoperator) depending on some parameter
$\phi$. Then,

$$
\begin{align*}
& \frac{d e^{G_{\phi}}}{d \phi}=\left(G^{\prime}+\frac{1}{2}\left[G, G^{\prime}\right]+\frac{1}{3!}\left[G,\left[G, G^{\prime}\right]\right]+\ldots\right) e^{G_{\phi}}  \tag{J2}\\
& =e^{G_{\phi}}\left(G^{\prime}-\frac{1}{2}\left[G, G^{\prime}\right]+\frac{1}{3!}\left[G,\left[G, G^{\prime}\right]\right]+\ldots\right), \tag{J3}
\end{align*}
$$

where $G^{\prime}=\partial_{\phi} G$. The series is infinite because $G$ and $G^{\prime}$ generally do not commute with each other. An alternative formula, also highlighting the noncommutativity, is

$$
\begin{equation*}
\partial_{\phi} e^{G_{\phi}}=\int_{0}^{1} d y e^{G_{\phi} y} G^{\prime} e^{G_{\phi}(1-y)} \tag{J4}
\end{equation*}
$$

which also shows that this will generally be a difficult computation.

Because of these difficulties, we shall take another route. Start with the first moment:

$$
\begin{equation*}
E(N(t))=-\left.i \partial_{\chi} \operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho_{0}\right\}\right|_{\chi=0} \tag{J5}
\end{equation*}
$$

Instead of computing it, we look instead at the current:

$$
\begin{equation*}
J(t)=\frac{d}{d t} E(N(t))=-\left.i \frac{\partial}{\partial t} \frac{\partial}{\partial \chi} \operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho_{0}\right\}\right|_{\chi=0} \tag{J6}
\end{equation*}
$$

If we differentiate first with respect to $t$, we do not encounter the difficulties in Eq. (J2) because $G=\mathcal{L}_{\chi} t$ and $\dot{G}=\mathcal{L}_{\chi}$, so that $[G, \dot{G}]=0$. In other words, $\partial_{t} e^{\mathcal{L}_{\chi} t}=$ $\mathcal{L}_{\chi} e^{\mathcal{L}_{\chi} t}$. In terms of the solution $\rho_{\chi}(t)=e^{\mathcal{L}_{\chi} t} \rho_{0}$ of the generalized QME (115), Eq. (J6) can thus be written as

$$
\begin{equation*}
J(t)=-\left.i \frac{\partial}{\partial_{\chi}} \operatorname{tr}\left\{\mathcal{L}_{\chi} \rho_{\chi}(t)\right\}\right|_{\chi=0} \tag{J7}
\end{equation*}
$$

Finally, we take the derivative with respect to $\chi$ and set $\chi=0$, leading to

$$
\begin{equation*}
J(t)=-i \operatorname{tr}\left\{\mathcal{L}^{\prime} \rho(t)+\mathcal{L} \rho^{\prime}(t)\right\} \tag{J8}
\end{equation*}
$$

where, here and henceforth, the prime always denotes the derivative with respect to $\chi$, evaluated at $\chi=0$. That is, $\mathcal{L}^{\prime}=\left.\partial_{\chi} \mathcal{L}_{\chi}\right|_{\chi=0}$ and $\rho^{\prime}=\left.\partial_{\chi} \rho_{\chi}\right|_{\chi=0}$. The second term in $J(t)$ vanishes, because $\mathcal{L}=\mathcal{L}_{\chi=0}$ is the true Liouvillian, which is traceless. We therefore finally arrive at

$$
\begin{equation*}
J(t)=-i \operatorname{tr}\left\{\mathcal{L}^{\prime} \rho(t)\right\}=\operatorname{tr}\{\mathcal{J} \rho(t)\} \tag{J9}
\end{equation*}
$$

with the identification $\mathcal{J}=-i \mathcal{L}^{\prime}$, as in Eq. (130).

Next, we do the same for the variance, or its time derivative, which is the noise $D$ [Eq. (85)]. Using Eq. (132) for the second moment, we obtain

$$
\begin{align*}
D(t) & =\left.(-i)^{2} \frac{\partial}{\partial t} \frac{\partial^{2}}{\partial \chi^{2}} \operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho_{0}\right\}\right|_{\chi=0}-2 J(t) E(N(t)) \\
& =-\left.\frac{\partial^{2}}{\partial \chi^{2}} \operatorname{tr}\left\{\mathcal{L}_{\chi} \rho_{\chi}(t)\right\}\right|_{\chi=0}-2 J(t) E(N(t)) \\
& =-\operatorname{tr}\left\{\mathcal{L}^{\prime \prime} \rho+2 \mathcal{L}^{\prime} \rho^{\prime}+\mathcal{L} \rho^{\prime \prime}\right\}-2 J(t) E(N(t)) . \tag{J10}
\end{align*}
$$

The term $\operatorname{tr}\left\{\mathcal{L} \rho^{\prime \prime}\right\}$ vanishes because $\mathcal{L}$ is traceless. In the last term, we can use $J(t)=-i \operatorname{tr}\left\{\mathcal{L}^{\prime} \rho(t)\right\}$ and $E(N(t))=$ $-i \operatorname{tr}\left\{\rho^{\prime}(t)\right\}$ [which follows from Eq. (J5)]. We are then left with

$$
\begin{equation*}
D(t)=-\operatorname{tr}\left\{\mathcal{L}^{\prime \prime} \rho(t)\right\}-2 \operatorname{tr}\left\{\mathcal{L}^{\prime} \rho^{\prime}\right\}+2 \operatorname{tr}\left\{\mathcal{L}^{\prime} \rho\right\} \operatorname{tr}\left\{\rho^{\prime}\right\} \tag{J11}
\end{equation*}
$$

The complicated term here is $\operatorname{tr}\left(\rho^{\prime}\right)=\left.\partial_{\chi} \operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho(0)\right\}\right|_{\chi=0}$. We can compute it using Eq. (J4) [and changing variables to $\tau=t(1-y)]$ :

$$
\begin{equation*}
\left.\frac{\partial e^{\mathcal{L}_{\chi} t}}{\partial \chi}\right|_{\chi=0}=\int_{0}^{t} d \tau e^{\mathcal{L}(t-\tau)} \mathcal{L}^{\prime} e^{\mathcal{L} \tau} \tag{J12}
\end{equation*}
$$

Multiplying by $\rho_{0}$ and noting that $e^{\mathcal{L} \tau} \rho_{0}=\rho(\tau)$, we then finally conclude that

$$
\begin{equation*}
\left.\rho^{\prime}(t) \equiv \partial_{\chi} \rho_{\chi}(t)\right|_{\chi=0}=\int_{0}^{t} d \tau e^{\mathcal{L}(t-\tau)} \mathcal{L}^{\prime} \rho(\tau) \tag{J13}
\end{equation*}
$$

Inserting this in Eq. (J11) finally yields

$$
\begin{align*}
D= & -\operatorname{tr}\left\{\mathcal{L}^{\prime \prime} \rho(t)\right\}-2 \int_{0}^{t} d \tau\left\{\operatorname{tr}\left[\mathcal{L}^{\prime} e^{\mathcal{L}(t-\tau)} \mathcal{L}^{\prime} \rho(\tau)\right]\right. \\
& \left.-\operatorname{tr}\left[\mathcal{L}^{\prime} \rho(t)\right] \operatorname{tr}\left[\mathcal{L}^{\prime} \rho(\tau)\right]\right\} \tag{J14}
\end{align*}
$$

This can now be compared with the general definition given in Eq. (87), which allows us to identify the twopoint correlation function $F(t, t-\tau)$. As a result, we find exactly Eq. (67), provided that we identify $\mathcal{J}$ and $K$ as per Eq. (130).

This analysis, albeit somewhat involved, proves that for any tilted Liouvillian, all formulas for $J, F, S$, and $D$ developed in this tutorial continue to hold, provided that we make the identification in Eq. (130).

## APPENDIX K: THE LONG-TIME LIMIT AND THE SCGF

Here, we show how the SCGF reduces to an eigenvalue of the tilted Liouvillian [cf. Eqs. (116) and (124)]. To this end, we rewrite the moment-generating function as

$$
\begin{equation*}
\left.M(\chi, t)=\operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho_{0}\right\}=\sum_{j} e^{\lambda_{j}(\chi) t}\left\langle\left\langle\mathbb{1} \mid x_{j}(\chi)\right\rangle\right\rangle\left\langle y_{j}(\chi) \mid \rho_{0}\right\rangle\right\rangle, \tag{K1}
\end{equation*}
$$

where we have used the eigendecomposition of $\mathcal{L}_{\chi}$, in the same form as that for $\mathcal{L}$ shown in Eq. (164). In the longtime limit, the sum will be dominated by the eigenvalue with the largest real part, denoted $\lambda_{0}(\chi)$. Taking the logarithm, we find that the cumulant generating function will therefore behave asymptotically as

$$
\begin{equation*}
\left.C(\chi, t) \simeq \lambda_{0}(\chi) t+\ln \left\langle\left\langle\mathbb{1} \mid x_{0}\right\rangle\right\rangle\left\langle y_{0} \mid \rho_{0}\right\rangle\right\rangle, \tag{K2}
\end{equation*}
$$

Since the second term is independent of time, it follows that the SCGF is given by

$$
\begin{equation*}
C(\chi)=\lim _{t \rightarrow \infty} \frac{d}{d t} C(\chi, t)=\lambda_{0}(\chi) \tag{K3}
\end{equation*}
$$

## APPENDIX L: DRAZIN INVERSE AND CONNECTION WITH MOORE-PENROSE

The Drazin pseudoinverse has been defined in Eqs. (169) or (168). The equivalence between the two definitions follows readily from Eq. (166). We use pseudoinverses because $\mathcal{L}$ itself is not invertible. In this appendix, we explore the properties of the Drazin pseudoinverse in more detail. For Hermitian matrices, the Drazin pseudoinverse coincides with the Moore-Penrose pseudoinverse (to be more properly defined below). But when it is not Hermitian, as is always the case with Liouvillians, the two are different. In this appendix, we will also clarify their relation [see Eq. (L12) below].

The basic intuition of any pseudoinverse is that "we invert what we can." This is clear from Eq. (168), where we invert all eigenvalues that are nonzero: $\mathcal{L}^{+}:=$ $\left.\sum_{j \neq 0} \frac{1}{\lambda_{j}}\left|x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right|\right.$. For example, pseudoinverses appear in the context of resolvents and perturbation theory, although this is not always mentioned explicitly. Indeed, consider standard quantum mechanical perturbation theory. Let $H|n\rangle=E_{n}|n\rangle$ denote a Hamiltonian and let $V$ be a small perturbation. Assuming that the $E_{n}$ are nondegenerate, the eigenvalues of $H^{\prime}=H+V$ can be written up to second order as

$$
\begin{align*}
E_{n}^{\prime}= & E_{n}+\langle n| V|n\rangle+\langle n| V\left(E_{n}-H\right)^{+} V|n\rangle \\
& +\langle n| V\left(E_{n}-H\right)^{+} V\left(E_{n}-H\right)^{+} V|n\rangle+\ldots \tag{L1}
\end{align*}
$$

Here, $E_{n}-H=\sum_{j \neq n}\left(E_{n}-E_{j}\right)|j\rangle\langle j|$, which is not invertible. The pseudoinverse hence reads $\left(E_{n}-H\right)^{+}=$
$\sum_{j \neq n} 1 /\left(E_{n}-E_{j}\right)|j\rangle\langle j| ;$ again, we invert what we can and we leave the singular parts untouched.

In the vectorized notation of Sec. VB, the Drazin pseudoinverse given in Eq. (169) can be written as

$$
\begin{equation*}
\mathcal{L}^{+}=-\int_{0}^{\infty} d \tau e^{\mathcal{L} \tau} \mathcal{P} \tag{L2}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\left.\mathcal{P}=\mathbb{1}-\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\left\langle\langle\mathbb{1}|=\sum_{k} \mid x_{k}\right\rangle\right\rangle\left\langle y_{k}\right| . \tag{L3}
\end{equation*}
$$

In fact, using Eq. (166), one may verify that this reduces exactly to Eq. (168). One may also verify that

$$
\begin{equation*}
\left.\mathcal{L}^{+} \mathcal{L}=\mathcal{L} \mathcal{L}^{+}=\mathbb{1}-\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}| . \tag{L4}
\end{equation*}
$$

That is, it returns the identity on the subspace complementary to that defined by $\left.\left|\rho_{\text {ss }}\right\rangle\right\rangle\langle\mathbb{1}|$. From this, it also follows that $\mathcal{L} \mathcal{L}^{+} \mathcal{L}=\mathcal{L}$ and $\mathcal{L}^{+} \mathcal{L} \mathcal{L}^{+}=\mathcal{L}^{+}$.

Technically speaking, the Drazin inverse that we are using is actually called the "group inverse," which is a special case of Drazin inverses to matrices satisfying $\operatorname{rank}\left(A^{2}\right)=\operatorname{rank}(A)$. The Drazin or group inverse can be more generally defined as the unique matrix $\mathcal{L}^{+}$satisfying

$$
\begin{gather*}
\mathcal{L} \mathcal{L}^{+} \mathcal{L}=\mathcal{L}  \tag{L5}\\
\mathcal{L}^{+} \mathcal{L} \mathcal{L}^{+}=\mathcal{L}^{+}  \tag{L6}\\
\mathcal{L}^{+} \mathcal{L}=\mathcal{L} \mathcal{L}^{+} \tag{L7}
\end{gather*}
$$

On the other hand, the Moore-Penrose pseudoinverse, which we will denote by $\mathcal{L}^{\mathrm{MP}}$, is defined as the unique matrix satisfying

$$
\begin{gather*}
\mathcal{L} \mathcal{L}^{\mathrm{MP}} \mathcal{L}=\mathcal{L}  \tag{L8}\\
\mathcal{L}^{\mathrm{MP}} \mathcal{L} \mathcal{L}^{\mathrm{MP}}=\mathcal{L}^{\mathrm{MP}}  \tag{L9}\\
\left(\mathcal{L}^{\mathrm{MP}} \mathcal{L}\right)^{\dagger}=\mathcal{L}^{\mathrm{MP}} \mathcal{L}  \tag{L10}\\
\left(\mathcal{L} \mathcal{L}^{\mathrm{MP}}\right)^{\dagger}=\mathcal{L} \mathcal{L}^{\mathrm{MP}} \tag{L11}
\end{gather*}
$$

Equations (L8) and (L9) are the same as Eqs. (L5) and (L6). But Eq. (L7) is not equivalent to Eqs. (L10)-(L11), unless the matrix is Hermitian.

The relation between the Drazin and Moore-Penrose pseudoinverses is given by

$$
\begin{equation*}
\mathcal{L}^{+}=\mathcal{P} \mathcal{L}^{\mathrm{MP}} \mathcal{P} \tag{L12}
\end{equation*}
$$

which we now prove. The calculation of $\mathcal{L}^{\mathrm{MP}}$ is a bit more complicated. If $\mathcal{L}^{\dagger} \mathcal{L}$ is invertible then $\mathcal{L}^{\mathrm{MP}}=\left(\mathcal{L}^{\dagger} \mathcal{L}\right)^{-1} \mathcal{L}^{\dagger}$. But for Liouvillians this is never the case, so this formula is not useful. One way to compute it is via singular-value decomposition. Another, which will be useful for our purposes, is through rank decomposition. Let $|i\rangle\rangle$ denote a generic orthonormal basis of dimension $d^{2}-1$, where $d^{2}$ is the dimension of the Liouvillian (and $d$ is the dimension of the Hilbert space). We now define two matrices,

$$
\begin{equation*}
\left.\left.B=\sum_{i}\left|x_{i}\right\rangle\right\rangle\left\langle\langle i|, \quad C=\sum_{i} \lambda_{i} \mid i\right\rangle\right\rangle\left\langle y_{i}\right| \tag{L13}
\end{equation*}
$$

which are of dimension $d^{2} \times\left(d^{2}-1\right)$ and $\left(d^{2}-1\right) \times d^{2}$, respectively. They are such that $\mathcal{L}=B C$, as written in Eq. (164).

The Moore-Penrose pseudoinverse is then given by

$$
\begin{equation*}
\mathcal{L}^{\mathrm{MP}}=C^{\dagger}\left(C C^{\dagger}\right)^{-1}\left(B^{\dagger} B\right)^{-1} B^{\dagger} \tag{L14}
\end{equation*}
$$

which satisfies Eqs. (L8)-(L11), as one may verify. The matrices $C C^{\dagger}$ and $B^{\dagger} B$ are both invertible and of dimension $d^{2}-1$. From Eq. (L14), it follows that

$$
\begin{equation*}
\left.\left.\mathcal{L} \mathcal{L}^{\mathrm{MP}}\left|x_{k}\right\rangle\right\rangle=\left|x_{k}\right\rangle\right\rangle, \quad\left\langle\left\langle y_{k}\right| \mathcal{L}^{\mathrm{MP}} \mathcal{L}=\left\langle\left\langle y_{k}\right|\right.\right. \tag{L15}
\end{equation*}
$$

Together with Eq. (165) this implies that

$$
\begin{equation*}
\mathcal{P} \mathcal{L}^{\mathrm{MP}} \mathcal{L}=\mathcal{L} \mathcal{L}^{\mathrm{MP}} \mathcal{P}=\mathcal{P} \tag{L16}
\end{equation*}
$$

With these relations, one may now verify that the Drazin inverse, as defined in Eq. (L12), will satisfy all properties in Eqs. (L5)-(L7). And since the matrix satisfying said properties is unique, this proves that Eq. (L12) is indeed the correct relation between the Drazin and the Moore-Penrose.

## APPENDIX M: NUMERICAL COMPUTATION OF $\boldsymbol{S}(\omega)$ AND $D$

In this appendix, we discuss methods to compute $S(\omega)$ and $D$ efficiently. Crucial to these is the fact that the vectorized Liouvillian $\mathcal{L}$ in Eq. (158) is generally very sparse. In such cases, methods involving the solution of linear systems of equations (as opposed to diagonalization) become particularly efficient. Conversely, if $\mathcal{L}$ is not large, it might be simpler to just diagonalize it.

## 1. Power spectrum

Suppose that we choose to diagonalize $\mathcal{L}$. Then, for each $\omega, S(\omega)$ can be efficiently reconstructed from Eq. (173) by precomputing and storing the coefficients $\left.\left.\left\langle\langle\mathbb{1}| \mathcal{J} \mid x_{j}\right\rangle\right\rangle\left\langle\left\langle y_{j}\right| \mathcal{J} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle$.

When $\mathcal{L}$ is large, diagonalization becomes costly and it is more efficient to transform $S(\omega)$ into the solution of a linear system of equations. We use Eq. (176) and start by precomputing $\mathcal{L}^{2}$. For each $\omega$, we define a new vector $\left.|z\rangle\right\rangle$ as the solution of

$$
\begin{equation*}
\left.\left.\left(\mathcal{L}^{2}+\omega^{2}\right)|z\rangle\right\rangle=\mathcal{J}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle . \tag{M1}
\end{equation*}
$$

Since $\mathcal{L}^{2}+\omega^{2}$ is invertible (for $\omega \neq 0$ ), this solution is unique. The power spectrum is then written as

$$
\begin{equation*}
S(\omega)=K-2\langle\langle\mathbb{1}| \mathcal{J} \mathcal{L} \mid z\rangle\rangle \tag{M2}
\end{equation*}
$$

## 2. Drazin inverse and noise

To compute the noise in Eq. (177) we require the Drazin inverse. Again, if all eigenvalues and eigenvectors are known, we can compute it from Eq. (168). However, this is usually too costly if $\mathcal{L}$ is large. Instead, we note that we never require $\mathcal{L}^{+}$itself but only $\left.\left.|z\rangle\right\rangle:=\mathcal{L}^{+}|\alpha\rangle\right\rangle$, i.e., the Drazin acting on a certain vector $|\alpha\rangle\rangle$ In the case of Eq. (177), we have $\left.|\alpha\rangle\rangle=\mathcal{J}\left|\rho_{\text {ss }}\right\rangle\right\rangle$. But let us focus here on a general $|\alpha\rangle\rangle$ and develop a general result.

Multiplying $|z\rangle\rangle$ by $\mathcal{L}$ and using Eq. (L4), we see that $|z\rangle\rangle$ is the solution of the linear system of equations

$$
\begin{equation*}
\left.\left.\mathcal{L}|z\rangle\rangle=|\alpha\rangle\rangle-\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1} \mid \alpha\rangle\right\rangle . \tag{M3}
\end{equation*}
$$

But because $\mathcal{L}$ is not invertible, Eq. (M3) has an infinite number of solutions. Since $\left.|z\rangle\rangle:=\mathcal{L}^{+}|\alpha\rangle\right\rangle$ and since $《 \mathbb{1} \mid \mathcal{L}^{+}=0$ [which follows from Eq. (168)], the solution in which we are interested is the one satisfying $\langle\mathbb{1} \mid z\rangle\rangle=0$. We can enforce the solver to produce this solution by adding an additional row to Eq. (M3), as follows:

$$
\left.\left(\begin{array}{c}
\vdots  \tag{M4}\\
\mathcal{L} \\
\vdots \\
\langle\mathbb{1}|
\end{array}\right)|z\rangle\right\rangle=\left(\begin{array}{c}
\vdots \\
|\alpha\rangle\rangle-\left|\rho_{\mathrm{ss}}\right\rangle\langle\langle\mathbb{1} \mid \alpha\rangle\rangle \\
\vdots \\
0
\end{array}\right)
$$

The matrix on the left is now of dimension $\left(d^{2}+1\right) \times d$. The solution of this system will be exactly $\left.|z\rangle\rangle:=\mathcal{L}^{+}|\alpha\rangle\right\rangle$.

Returning now to the case of $D$, if we define $|z\rangle\rangle=$ $\mathcal{L}^{+} \mathcal{J}|\alpha\rangle$, then

$$
\begin{equation*}
D=K-2\langle\mathbb{1}| \mathcal{J}|z\rangle . \tag{M5}
\end{equation*}
$$

As an example, suppose that $\mathcal{L} \rho=\gamma \mathcal{D}\left[\sigma_{-}\right] \rho$. In vectorized form, this becomes

$$
\mathcal{L}=\left(\begin{array}{cccc}
-\gamma & 0 & 0 & 0  \tag{M6}\\
0 & -\frac{\gamma}{2} & 0 & 0 \\
0 & 0 & -\frac{\gamma}{2} & 0 \\
\gamma & 0 & 0 & 0
\end{array}\right)
$$

Similarly, $\langle\mathbb{\mathbb { 1 }}|=\left(\begin{array}{llll}1 & 0 & 0 & 1\end{array}\right)$. The matrix on the left-hand side of Eq. (M4) would then be

$$
\left(\begin{array}{cccc}
-\gamma & 0 & 0 & 0  \tag{M7}\\
0 & -\frac{\gamma}{2} & 0 & 0 \\
0 & 0 & -\frac{\gamma}{2} & 0 \\
\gamma & 0 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)
$$

## APPENDIX N: POWER SPECTRUM FOR WEAK DISSIPATION

We analyze the power spectrum $S(\omega)$ in the limit in which all dissipative terms in Eq. (5) are very small. Our starting point is Eq. (173). We split the Liouvillian as $\mathcal{L}=$ $\mathcal{L}_{H}+\mathcal{L}_{D}$, where $\mathcal{L}_{H}=-i[H, \bullet]$ and $\mathcal{L}_{D}=\sum_{k} \mathcal{D}\left[L_{k}\right]$. To construct the power spectrum, we will use perturbation theory to build the eigenvalues and eigenvectors of $\mathcal{L}$ in the limit in which $\mathcal{L}_{D}$ is small. In terms of $H|n\rangle=E_{n}|n\rangle$, the unitary part $\mathcal{L}_{H}$ can be written as

$$
\begin{equation*}
\mathcal{L}_{H} \rho=-i \sum_{n, m} \omega_{n m}|n\rangle\langle n| \rho|m\rangle\langle m|, \tag{N1}
\end{equation*}
$$

where $\omega_{n m}=E_{n}-E_{m}$. The eigenvalues of $\mathcal{L}_{H}$ are thus $-i \omega_{n m}$, while the corresponding right and left eigenvectors are

$$
\begin{equation*}
\left.\left|x_{n m}\right\rangle\right\rangle=|m\rangle^{*} \otimes|n\rangle, \quad\left\langle\left\langle y_{n m}\right|=\left\langle\left. m\right|^{*} \otimes\langle n| .\right.\right. \tag{N2}
\end{equation*}
$$

Before we use perturbation theory, however, we must be careful about the zero eigenvalues. For $\mathcal{L}_{H}$ there are at least $d$ of them, corresponding to $\omega_{n n} \equiv 0$. There might also be more if the $E_{n}$ are degenerate. Let $Z$ denote the set of indices ( $n, m$ ) having $\omega_{n m}=0$, and let nZ be the set having $\omega_{n m} \neq 0$. All eigenvectors in $Z$, which we will henceforth refer to as $\left.\left|x_{\alpha}\right\rangle\right\rangle$ and $\left\langle\left\langle y_{\alpha}\right|\right.$, therefore have $\lambda_{\alpha}^{0}=0$. Those in nZ , on the other hand, will be referred to as $\left.x_{n m}\right\rangle$ and $\left\langle\left\langle y_{n m}\right|\right.$ and have $\lambda_{n m}^{0}=-i \omega_{n m} \neq 0$.

After we include the perturbation $\mathcal{L}_{D}$, the power spectrum given in Eq. (173) will change to

$$
\begin{align*}
S(\omega)= & K-2 \sum_{\alpha \in Z} \frac{\lambda_{\alpha}^{1}}{\left(\lambda_{\alpha}^{1}\right)^{2}+\omega^{2}} g_{\alpha} \\
& -2 \sum_{n, m, \omega_{n, m} \neq 0} \frac{\lambda_{n m}^{1}}{\left(\lambda_{n m}^{1}\right)^{2}+\omega^{2}} g_{n m} \tag{N3}
\end{align*}
$$

where $\lambda_{\alpha}^{1}$ and $\lambda_{n m}^{1}$ are the perturbed eigenvalues (once $\mathcal{L}_{D}$ is included) and

$$
\begin{align*}
g_{\alpha} & \left.=\left\langle\langle\mathbb{1}| \mathcal{J} \mid x_{\alpha}\right\rangle\right\rangle\left\langle\left\langle y_{\alpha}\right| \mathcal{J} \mid \rho_{\mathrm{ss}}\right\rangle \\
g_{n m} & \left.\left.=\left\langle\langle\mathbb{1}| \mathcal{J} \mid x_{n m}\right\rangle\right\rangle\left\langle\left\langle y_{n m}\right| \mathcal{J} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{N4}
\end{align*}
$$

To lowest order in the perturbation, we can actually use the unperturbed eigenvectors; i.e., include only the perturbation of the eigenvalues.

For the set Z, we need to use degenerate perturbation theory. This is much more difficult and we will therefore not touch on this part. These terms, however, will only contribute to the peak or $\operatorname{dip}$ at $\omega=0$. This will be true even if the $\lambda_{\alpha}^{1}$ are complex, because by hypothesis the real parts are always small. The peaks at $\omega \neq 0$ will therefore be associated with the states in nZ . These states might also
be degenerate. However, for simplicity, we will assume that this is not the case. Therefore, all that remains to be done is to write down the perturbed eigenvalue, which will be

$$
\begin{equation*}
\left.\lambda_{n m}^{1}=-i \omega_{n m}+\left\langle\left\langle y_{n m}\right| \mathcal{L}_{D} \mid x_{n m}\right\rangle\right\rangle:=-i \omega_{n m}+\gamma_{n m} \tag{N5}
\end{equation*}
$$

The $\gamma_{n m}$ represent new effective damping rates and are responsible for broadening the peaks and dips. In general, they may have an imaginary part. But since they are small by hypothesis, this can just be absorbed into $\omega_{n m}$. We will therefore assume that $\gamma_{n m}$ is real.

From this analysis, we see that the peaks and dips will be positioned at $\omega=\omega_{n m}$, and will have width equal to $\gamma_{n m}$. Finally, to understand whether they will be peaks or dips, we can write the power spectrum more explicitly as

$$
\begin{equation*}
S(\omega)=K-2 \sum_{\alpha \in Z} \frac{\lambda_{\alpha}}{\lambda_{\alpha}^{2}+\omega^{2}} g_{\alpha}-2 \sum_{\omega_{n m}>0} \frac{i \omega_{n m}\left(\omega_{n m}^{2}-\omega^{2}\right)\left(g_{n m}-g_{n m}^{*}\right)-\gamma_{n m}\left(\omega_{n m}^{2}+\omega^{2}\right)\left(g_{n m}+g_{n m}^{*}\right)}{\omega_{n m}^{4}+2 \omega_{n m}^{2}\left(\gamma_{n m}^{2}-\omega^{2}\right)+\left(\gamma_{n m}^{2}+\omega^{2}\right)^{2}} \tag{N6}
\end{equation*}
$$

This shows that if $g_{n m}$ is real, we will have a peak when $g_{n m}>0$ or a dip if $g_{n m}<0$. Conversely, if it is complex, there will be peaks immediately followed by dips.

To illustrate these ideas, consider example A [Eq. (9)], with $\Omega=0$. The vectorized Liouvillian reads

$$
\mathcal{L}=\left(\begin{array}{cccc}
-\gamma(\bar{N}+1) & 0 & 0 & \gamma \bar{N}  \tag{N7}\\
0 & i \Delta-\gamma(\bar{N}+1 / 2) & 0 & 0 \\
0 & 0 & -i \Delta-\gamma(\bar{N}+1 / 2) & 0 \\
\gamma(\bar{n}+1) & 0 & 0 & -\gamma \bar{N}
\end{array}\right)
$$

The exact eigenvalues and eigenvectors of this matrix read

$$
\begin{align*}
& \left.\lambda_{00}=0, \quad\left|x_{00}\right\rangle\right\rangle=\bar{N}|00\rangle+(\bar{N}+1)|11\rangle \\
& \left.\lambda_{01}=-i \Delta-\gamma(\bar{N}+1 / 2), \quad\left|x_{01}\right\rangle\right\rangle=|10\rangle \\
& \left.\lambda_{10}=i \Delta-\gamma(\bar{N}+1 / 2), \quad\left|x_{10}\right\rangle\right\rangle=|01\rangle  \tag{N8}\\
& \left.\lambda_{11}=-\gamma(2 \bar{N}+1), \quad\left|x_{11}\right\rangle\right\rangle=|00\rangle-|11\rangle
\end{align*}
$$

where $|i j\rangle=|i\rangle \otimes|j\rangle$ and the eigenvectors are not normalized (the left eigenvectors $\left\langle\left\langle y_{n m}\right|\right.$ are also not shown). These results can now be plugged into Eq. (173). In the limit of weak dissipation, the elements linked to nonzero transition frequencies are $\left.\left|x_{01}\right\rangle\right\rangle$ and $\left.\left|x_{10}\right\rangle\right\rangle$. However, for these two states, it follows that $\left.\mathcal{J}\left|x_{01}\right\rangle\right\rangle=0$, so that they actually do not contribute. This is tantamount to the fact that $L_{k}^{\dagger} L_{k}=\left\{\sigma_{+} \sigma_{-}, \sigma_{-} \sigma_{+}\right\}$being diagonal in the computational basis. As a consequence, we find that the only term actually contributing to Eq. (173) is $\lambda_{11}$.

## APPENDIX O: EXTRACTING PROBABILITIES FROM A CAVITY USING FCS

In this appendix, we demonstrate the results discussed in Sec. IV B 2. Our system is an optical cavity prepared in a generic state $\rho_{0}$ and evolving according to the Liouvillian $\mathcal{L} \rho=\kappa \mathcal{D}[a] \rho$. Our goal will be to solve for the generalized master equation [Eq. (115)], with the appropriate tilted Liouvillian $\mathcal{L}_{\chi}$ for each type of measurement.

## 1. Direct photodetection

For direct photodetection, the tilted Liouvillian is given by Eq. (116), with $L=\sqrt{\kappa} a$ and $v=1$ :

$$
\begin{equation*}
\mathcal{L}_{\chi} \rho=\kappa\left[e^{i \chi} a \rho a^{\dagger}-\frac{1}{2}\left\{a^{\dagger} a, \rho\right\}\right] \tag{O1}
\end{equation*}
$$

We want to solve for the moment-generating function $M(\chi, t)=\operatorname{tr}\left\{\rho_{\chi}(t)\right\}=\operatorname{tr}\left\{e^{\mathcal{L}_{\chi} t} \rho_{0}\right\}$ and then take the limit $t \rightarrow \infty$. The tilted Liouvillian $\mathcal{L}_{\chi}$ turns out to have exactly one zero eigenvalue, all others having negative real parts. The corresponding right eigenvector, as one may verify, is
the vacuum state $|\mathrm{vac}\rangle\rangle=|0\rangle\langle 0|$, which is the same as the right eigenvector of $\mathcal{L}$. The left eigenvector is different, however, and acts as $\langle\langle\chi \mid \bullet\rangle\rangle=\sum_{n}\langle n| \bullet|n\rangle e^{i n \chi}$. That is, it yields a tilted version of the trace. In fact, one can verify that $\operatorname{tr}\left\{e^{i \chi a^{\dagger} a} \mathcal{L}_{\chi}(\bullet)\right\}=0$, which therefore proves that this is a left eigenvector with zero eigenvalue. One also sees that if $\chi=0$, we recover the usual trace, $\langle\langle\chi \mid \bullet\rangle\rangle=\operatorname{tr}(\bullet)$.

The evolution under the tilted master equation will therefore have the form

$$
\begin{equation*}
\left.\left.\left.e^{\mathcal{L}_{\chi} t}\left|\rho_{0}\right\rangle\right\rangle=|\operatorname{vac}\rangle\right\rangle\left\langle\left\langle\chi \mid \rho_{0}\right\rangle\right\rangle+\sum_{j} e^{\lambda_{j, \chi} t}\left|x_{j, \chi}\right\rangle\right\rangle\left\langle\left\langle y_{j, \chi}\right|,\right. \tag{O2}
\end{equation*}
$$

where the sum contains eigenvalues $\lambda_{j, \chi}$ with a strictly negative real part. In the long-time limit, these terms will all vanish and we are therefore left with $\left.\left|\rho_{\chi}(t \rightarrow \infty)\right\rangle\right\rangle=$ $|\mathrm{vac}\rangle\rangle\left\langle\left\langle\chi \mid \rho_{0}\right\rangle\right\rangle$. Hence, taking the trace, we find that

$$
\begin{equation*}
M(\chi, \infty)=\operatorname{tr}\left\{\rho_{\chi}(\infty)\right\}=\left\langle\left\langle\chi \mid \rho_{0}\right\rangle\right\rangle=\sum_{n} e^{i n \chi}\langle n| \rho_{0}|n\rangle \tag{O3}
\end{equation*}
$$

Plugging this into Eq. (120) and carrying out the now trivial Fourier transform, we arrive at Eq. (126): viz., $P(n, \infty)=\langle n| \rho_{0}|n\rangle$.

## 2. Homodyne detection

For homodyne detection, the tilted Liouvillian is given by Eq. (124) (see also Table II). Unlike standard homodyne detection, however, in this case we choose a timedependent weight factor $v(t)=v_{0} \exp (-\kappa t / 2)$, with $\nu_{0}=$ $\sqrt{\kappa / 2}$. The tilted Liouvillian will thus be

$$
\begin{equation*}
\mathcal{L}_{\chi}(t)=\kappa \mathcal{D}[a]+i \chi \mathcal{H}(t)-\frac{\chi^{2}}{2} v_{0}^{2} e^{-\kappa t} \tag{O4}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}(t) \rho=v(t) \sqrt{\kappa}\left(a \rho+\rho a^{\dagger}\right) \tag{O5}
\end{equation*}
$$

The moment-generating function is again the solution of the generalized QME [Eq. (115)]. However, since the dynamics is time dependent, it will now be given by

$$
\begin{equation*}
M(\chi, \infty)=\operatorname{tr}\left\{\mathcal{T} e^{\int_{0}^{\infty} d t \mathcal{L}_{\chi}(t)} \rho_{0}\right\} \tag{O6}
\end{equation*}
$$

where $\mathcal{T}$ denotes the time-ordering operator. Using the identity

$$
\begin{equation*}
\mathcal{T} e^{\int_{0}^{t} d \tau[\mathcal{A}(\tau)+\mathcal{B}]}=e^{\mathcal{B} \tau} \mathcal{T} e^{\int_{0}^{t} d \tau e^{-\mathcal{B} \tau} \mathcal{A}(\tau) e^{\mathcal{B} \tau}} \tag{O7}
\end{equation*}
$$

we may write

$$
\begin{equation*}
M(\chi, \infty)=e^{-\frac{v_{0}^{2}}{2 \kappa} \chi^{2}} \operatorname{tr}\left\{\mathcal{T} e^{i \chi \int_{0}^{\infty} d t \tilde{\mathcal{H}}(t)} \rho_{0}\right\} \tag{O8}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\mathcal{H}}(t)=e^{-\kappa t \mathcal{D}[a]} \mathcal{H}(t) e^{\kappa t \mathcal{D}[a]} \tag{O9}
\end{equation*}
$$

To obtain Eq. (O8), we have made use of $\operatorname{tr}\left\{e^{\tau \kappa \mathcal{D}[a]} \rho\right\}=$ $\operatorname{tr}\{\rho\}$, for any $\tau$ and $\rho$.

From the definitions of $\mathcal{H}(t)$ and $\mathcal{D}[a]$, one may show that

$$
\begin{equation*}
[\mathcal{H}(t), \mathcal{D}[a]]=-\frac{1}{2} \mathcal{H}(t) \tag{O10}
\end{equation*}
$$

Through the Baker-Campbell-Hausdorff formula, this implies that

$$
\begin{equation*}
\tilde{\mathcal{H}}(t)=e^{-\frac{\kappa}{2} t} \mathcal{H}(t)=e^{-\kappa t} \mathcal{H}(0) \tag{O11}
\end{equation*}
$$

Equation (O8) then reduces to

$$
\begin{align*}
M(\chi, \infty) & =e^{-\frac{v_{0}^{2}}{2 \kappa} \chi^{2}} \operatorname{tr}\left\{e^{i \frac{\chi}{\kappa} \mathcal{H}(0)} \rho_{0}\right\} \\
& =e^{-\frac{v_{0}^{2}}{2 \kappa} \chi^{2}} \operatorname{tr}\left\{\rho_{0} e^{i \frac{\chi}{\kappa} \mathcal{H}^{\dagger}(0)} \mathbb{1}\right\}, \tag{O12}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{H}^{\dagger}(0) X=v_{0} \sqrt{\kappa}\left(X a+a^{\dagger} X\right) \tag{O13}
\end{equation*}
$$

is the adjoint of $\mathcal{H}(0)$. It is straightforward to show that

$$
\begin{equation*}
\left[\mathcal{H}^{\dagger}(0)\right]^{n} \mathbb{1}=\left(v_{0} \sqrt{\kappa}\right)^{n}:\left(a+a^{\dagger}\right)^{n}: \tag{O14}
\end{equation*}
$$

where : denotes normal ordering. This allows us to write

$$
\begin{align*}
M(\chi, \infty) & =e^{-\frac{v_{0}^{2}}{2 \kappa} \chi^{2}} \operatorname{tr}\left\{\rho_{0}: e^{i \chi \frac{\nu_{0}}{\sqrt{\kappa}}\left(a+a^{\dagger}\right)}:\right\} \\
& =e^{-\frac{v_{0}^{2}}{2 \kappa} \chi^{2}} \operatorname{tr}\left\{\rho_{0} e^{i \chi \frac{\nu_{0}}{\sqrt{\kappa}} a^{\dagger}} e^{i \chi \frac{\nu_{0}}{\sqrt{\kappa}} a}\right\} \\
& =\operatorname{tr}\left\{\rho_{0} e^{i \chi \frac{\nu_{0}}{\sqrt{\kappa}}\left(a^{\dagger}+a\right)}\right\} \\
& =\operatorname{tr}\left\{\rho_{0} e^{i \chi x}\right\} \\
& =\int d x\langle x| \rho_{0}|x\rangle e^{i \chi x} \tag{O15}
\end{align*}
$$

where for the last equality, we have used $\nu_{0}=\sqrt{\kappa / 2}$ and $x=\left(a^{\dagger}+a\right) / \sqrt{2}$. Plugging this into Eq. (119) yields the probability $P\left(N_{\text {diff }}(t)=x\right)$. The remaining Fourier transform is trivial and we therefore arrive at Eq. (127); viz., $P(x, \infty)=\langle x| \rho_{0}|x\rangle$.

## 3. Heterodyne detection

For heterodyne detection, we include two counting fields, $\chi_{x}$ and $\chi_{y}$. The moment-generating function is still given by Eq. (O6), with the Liouvillian

$$
\begin{equation*}
\mathcal{L}_{\chi}(t)=\kappa \mathcal{D}[a]+i \chi_{x} \mathcal{H}_{x}(t)+i \chi_{y} \mathcal{H}_{y}(t)-\frac{\chi_{x}^{2}+\chi_{y}^{2}}{2} v_{0}^{2} e^{-\kappa t} \tag{O16}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{H}_{x}(t) \rho=v_{0} e^{-\frac{\kappa}{2} t} \sqrt{\frac{\kappa}{2}}\left(a \rho+\rho a^{\dagger}\right), \\
& \mathcal{H}_{x}(t) \rho=-i \nu_{0} e^{-\frac{\kappa}{2} t} \sqrt{\frac{\kappa}{2}}\left(a \rho-\rho a^{\dagger}\right) . \tag{O17}
\end{align*}
$$

Note that $\mathcal{H}_{x}(t)=\mathcal{H}(t) / \sqrt{2}$ [cf. Eq. (O5)]. This is because for heterodyne detection, we need to split the outgoing beam in two before performing homodyne detection on each output.

A calculation completely analogous to the last subsection then results in

$$
\begin{align*}
M\left(\chi_{x}, \chi_{y}\right) & =e^{-\left(\chi_{x}^{2}+\chi_{y}^{2}\right) \frac{v_{0}^{2}}{2 \kappa}} \operatorname{tr}\left\{\rho_{0}: e^{i \chi_{x} \frac{\nu_{0}}{\sqrt{2 \kappa}}\left(a+a^{\dagger}\right)-\chi_{y} \frac{\nu_{0}}{\sqrt{2 \kappa}}\left(a^{\dagger}-a\right)}:\right\} \\
& =\operatorname{tr}\left\{e^{i \frac{\nu_{0}}{\sqrt{2 \kappa}}\left(\chi_{x}+i \chi_{y}\right) a^{\dagger}} \rho_{0} e^{i \frac{\nu_{0}}{\sqrt{2 \kappa}}\left(\chi_{x}-i \chi_{y}\right) a}\right\} \\
& =\int d x d y e^{i \chi_{x} x+i x_{y} y} \frac{1}{\pi}\left\langle\frac{x+i y}{\sqrt{2}}\right| \rho_{0}\left|\frac{x+i y}{\sqrt{2}}\right\rangle \tag{O18}
\end{align*}
$$

where in the last equality, we have expressed the trace in terms of the coherent states $a|\alpha+i \beta\rangle=(\alpha+i \beta) \mid \alpha+$ $i \beta\rangle$ and we chose $\nu_{0}=\sqrt{\kappa}$. The probability distribution $P\left(N_{x}(t)=x, N_{y}(t)=y\right)$ in the limit $t \rightarrow \infty$ is thus given by the Husimi $Q$ function

$$
\begin{equation*}
Q(x, y)=\frac{1}{\pi}\left\langle\frac{x+i y}{\sqrt{2}}\right| \rho_{0}\left|\frac{x+i y}{\sqrt{2}}\right\rangle . \tag{O19}
\end{equation*}
$$

## APPENDIX P: CALCULATIONS IN THE GAUSSIAN CASE

In this appendix, we prove Eq. (231). The proof is based on the QRT, described in Sec. III D, according to which

$$
\begin{align*}
& \left\langle R_{j}(t) R_{i}(t+\tau)\right\rangle=\operatorname{tr}\left\{R_{i} e^{\mathcal{L} \tau}\left(\rho(t) R_{j}\right)\right\}, \\
& \left\langle R_{j}(t+\tau) R_{i}(t)\right\rangle=\operatorname{tr}\left\{R_{j} e^{\mathcal{L} \tau}\left(R_{i} \rho(t)\right)\right\} . \tag{P1}
\end{align*}
$$

In terms of the adjoint Liouvillian $\mathcal{L}^{\dagger}$ [defined as per Eq. (95)], we can also write this as

$$
\begin{align*}
\left\langle R_{j}(t) R_{i}(t+\tau)\right\rangle & =\left\langle R_{j} \hat{R}_{i}(\tau)\right\rangle_{t}  \tag{P2}\\
\left\langle R_{j}(t+\tau) R_{i}(t)\right\rangle & =\left\langle\hat{R}_{j}(\tau) R_{i}\right\rangle_{t}
\end{align*}
$$

where $\hat{\mathcal{O}}(\tau):=e^{\mathcal{L}^{\dagger} \tau} \mathcal{O}$ and where $\langle\ldots\rangle_{t}$ is an expectation value over $\rho(t)$.

The key to proving Eq. (231) is to now find a closed evolution equation for $\hat{R}_{i}(\tau)$. For Gaussian processes, as one can verify starting from the general Liouvillian given in Eq. (208), this will evolve in the same way as the mean vector in Eq. (223). That is,

$$
\begin{equation*}
\frac{d \hat{\boldsymbol{R}}(\tau)}{d \tau}=-\mathcal{W} \hat{\boldsymbol{R}}_{i}(\tau)+\Omega \boldsymbol{f} \tag{P3}
\end{equation*}
$$

This equation is linear and the solution is simply

$$
\begin{equation*}
\hat{\boldsymbol{R}}(\tau)=G(\tau) \boldsymbol{R}+\int_{0}^{\tau} d s G(\tau-s) \Omega \boldsymbol{f} \tag{P4}
\end{equation*}
$$

where $\boldsymbol{R}=\hat{\boldsymbol{R}}(0)$ and $G(\tau)=e^{-\mathcal{W} \tau}$. The last term can be simplified by noting that even though this is an operator equation for $\hat{\boldsymbol{R}}$, the last term is proportional to the identity matrix. And, in fact, it is the same term that appears in the equation for the mean vector $\boldsymbol{r}$. In fact, solving Eq. (223) for $\boldsymbol{r}$, between two arbitrary times $t$ and $t+\tau$, yields

$$
\begin{equation*}
\boldsymbol{r}(t+\tau)=G(\tau) \boldsymbol{r}(t)+\int_{0}^{\tau} d s G(\tau-s) \Omega \boldsymbol{f} \tag{P5}
\end{equation*}
$$

This shows that the second term in Eq. (P4) is simply $r(t+\tau)-G(\tau) r(t)$. This statement is actually true for any time $t$, since Eq. (P5) only depends on the time difference $\tau$. However, with the last term in Eq. (P2) in mind, we actually want quantities evaluated at times $t$ and $t+\tau$, it is convenient to stick with $r(t+\tau)-G(\tau) r(t)$. Hence

$$
\begin{equation*}
\hat{\boldsymbol{R}}(\tau)=G(\tau) \boldsymbol{R}+\boldsymbol{r}(t+\tau)-G(\tau) \boldsymbol{r}(t) . \tag{P6}
\end{equation*}
$$

This is a general formula for $e^{\mathcal{L}^{\dagger} \tau} \boldsymbol{R}$, with the right-hand side written in terms only of $G(\tau)$ and the mean vector.

Plugging this into Eq. (P2) then yields, e.g., for the first correlation function,

$$
\begin{align*}
\left\langle R_{j}(t) R_{i}(t+\tau)\right\rangle= & \sum_{k} G_{i k}(\tau)\left\langle R_{j} R_{k}\right\rangle_{t} \\
& +\left\langle R_{j}\right\rangle_{t}[\boldsymbol{r}(t+\tau)-G(\tau) \boldsymbol{r}(t)]_{i} \tag{P7}
\end{align*}
$$

where, of course, $\left\langle R_{i}\right\rangle_{t}=r_{j}(t)$. To finish, we write this in terms of

$$
\begin{equation*}
\tilde{\Theta}_{i j}=(\Theta-i \Omega / 2)_{i j}= \pm\left\langle R_{j} R_{i}\right\rangle-\left\langle R_{i}\right\rangle\left\langle R_{j}\right\rangle \tag{P8}
\end{equation*}
$$

We then arrive exactly at Eq. (231).

## APPENDIX Q: RELATION BETWEEN $\mathcal{L}^{+}$AND $\mathcal{L}_{0}{ }^{-1}$

The Liouvillian relates to the no-jump superoperator $\mathcal{L}_{0}$ as $\mathcal{L}=\mathcal{L}_{0}+\mathcal{J}$, where $\mathcal{J}=\sum_{k} \mathcal{L}_{k}$. Here, we prove an identity between $\mathcal{L}_{0}^{-1}$ and the Drazin inverse $\mathcal{L}^{+}$[Eq. (168)]. We begin by noting the identity $(\mathcal{P}=$ $\left.\left.\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{\mathbb { 1 }}|\right)$

$$
\begin{equation*}
\mathcal{L}^{+} \equiv \lim _{\epsilon \rightarrow 0}(\mathcal{L}+\epsilon)^{-1}-\frac{1}{\epsilon} \mathcal{P}, \tag{Q1}
\end{equation*}
$$

which readily follows from Eq. (168) if we write

$$
\begin{equation*}
\left.\left.(\mathcal{L}+\epsilon)^{-1}=\frac{1}{\epsilon}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\left\langle\left.\langle\mathbb{1}|+\sum_{j \neq 0} \frac{1}{\lambda_{j}+\epsilon} \right\rvert\, x_{k}\right\rangle\right\rangle\left\langle\left\langle y_{k}\right|\right. \tag{Q2}
\end{equation*}
$$

We now consider the matrix identity

$$
\begin{equation*}
(A+B)^{-1}=A^{-1}-A^{-1} B(A+B)^{-1} \tag{Q3}
\end{equation*}
$$

and set $A=\mathcal{L}_{0}$ and $B=\mathcal{J}+\epsilon$, leading to

$$
\begin{align*}
(\mathcal{L}+\epsilon)^{-1}= & \mathcal{L}_{0}^{-1}-\mathcal{L}_{0}^{-1}(\mathcal{J}+\epsilon)(\mathcal{L}+\epsilon)^{-1} \\
= & \mathcal{L}_{0}^{-1}-\mathcal{L}_{0}^{-1}(\mathcal{J}+\epsilon)\left(\frac{\mathcal{P}}{\epsilon}+\mathcal{L}^{+}\right) \\
= & \mathcal{L}_{0}^{-1}-\frac{1}{\epsilon} \mathcal{L}_{0}^{-1} \mathcal{J P}-\mathcal{L}_{0}^{-1} \mathcal{J} \mathcal{L}^{+}-\mathcal{L}_{0}^{-1} \mathcal{P} \\
& -\epsilon \mathcal{L}_{0}^{-1} \mathcal{L}^{+} \tag{Q4}
\end{align*}
$$

The steady-state and normalization conditions imply $\mathcal{L P}=0$. Together with $\mathcal{L}=\mathcal{L}_{0}+\mathcal{J}$, we then see that $\mathcal{L}_{0}^{-1} \mathcal{J P}=-\mathcal{P}$. Plugging this into Eq. (Q4) and using Eq. (Q1), we then find

$$
\begin{align*}
\mathcal{L}^{+} & =\mathcal{L}_{0}^{-1} \mathcal{Q}-\mathcal{L}_{0}^{-1} \mathcal{J} \mathcal{L}^{+} \\
& =\mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{Q}-\mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{J} \mathcal{L}^{+} \tag{Q5}
\end{align*}
$$

where $\mathcal{Q}=1-\mathcal{P}$ and, in the last line, we have used the fact that $\mathcal{L}^{+}=\mathcal{Q} \mathcal{L}^{+} \mathcal{Q}$. Isolating $\mathcal{L}^{+}$, we then finally arrive at

$$
\begin{equation*}
\mathcal{L}^{+}=\left(1+\mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{J}\right)^{-1} \mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{Q} \tag{Q6}
\end{equation*}
$$

which is the desired relation.

## APPENDIX R: PROOF OF EQ. (294)

We consider a single renewal jump channel which, in vectorized notation, reads $\mathcal{J}=|\sigma\rangle\rangle\langle\langle\xi|$ with $\langle\langle\mathbb{1} \mid \sigma\rangle\rangle=1$. The average current $J$ and the dynamical activity $K$ coincide: $J=K=\operatorname{tr}\left(\mathcal{J} \rho_{\mathrm{ss}}\right)=\left\langle\left\langle\xi \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle$. The noise is given by Eq. (177), which now becomes

$$
\begin{equation*}
\left.D=K-K\left\langle\langle\xi| \mathcal{L}^{+} \mid \sigma\right\rangle\right\rangle \tag{R1}
\end{equation*}
$$

The WTD, on the other hand, reads $\left.W(t)=\left\langle\langle\xi| e^{\mathcal{L}_{0} t} \mid \sigma\right\rangle\right\rangle$, where $\mathcal{L}_{0}=\mathcal{L}-\mathcal{J}$. The mean waiting time is $\mu=1 / K$
[Eq. (287)] and the variance of the waiting time, according to Eq. (265), is

$$
\begin{equation*}
\left.\sigma^{2}=-\frac{2}{K}\langle\mathbb{1}| \mathcal{L}_{0}^{-1}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle-\mu^{2} \tag{R2}
\end{equation*}
$$

Equation (294), which we wish to prove, therefore reduces to the identity

$$
\begin{equation*}
\left.\left.\left\langle\langle\xi| \mathcal{L}^{+} \mid \sigma\right\rangle\right\rangle=1+K\left\langle\langle\mathbb{1}| \mathcal{L}_{0}^{-1} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle \tag{R3}
\end{equation*}
$$

To prove it, we first establish the following relations:

$$
\begin{equation*}
\left\langle\langle\xi| \mathcal{L}_{0}^{-1}=-\left\langle\langle\mathbb{1}|, \quad \mathcal{L}_{0}^{-1} \mid \sigma\right\rangle\right\rangle=-\frac{\left|\rho_{\mathrm{ss}}\right\rangle}{K} \tag{R4}
\end{equation*}
$$

The first, for example, can be derived by using the fact that $\mathcal{J}=\mathcal{L}-\mathcal{L}_{0}$ and $\left\langle\langle\mathbb{1}| \mathcal{L}=0\right.$ to write $\left\langle\langle\mathbb{1}| \mathcal{J} \mathcal{L}_{0}^{-1}=-\langle 《 \mathbb{1}|\right.$. But since $\langle\langle\mathbb{1} \mid \sigma\rangle\rangle=1$, it is also true that $\left\langle\langle\mathbb{1}| \mathcal{J} \mathcal{L}_{0}^{-1}=\right.$ $\left\langle\langle\xi| \mathcal{L}_{0}^{-1}\right.$. The second relation follows from a similar reasoning and the fact that $\left.\mathcal{L}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle=0$.

The proof of Eq. (R3) now follows from Eq. (Q6). Because of Eq. (R4), we have that $\mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{J}=0$, a result that is special for renewal processes with only a single jump channel. As a consequence, Eq. (Q6) reduces to $\mathcal{L}^{+}=\mathcal{Q} \mathcal{L}_{0}^{-1} \mathcal{Q}$. Or, more explicitly,

$$
\begin{align*}
\mathcal{L}^{+} & \left.\left.=\mathcal{L}_{0}^{-1}-\mathcal{L}_{0}^{-1}\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\left\langle\langle\mathbb{1}|-\mid \rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}| \mathcal{L}_{0}^{-1} \\
& \left.\left.+\left\langle\langle\mathbb{1}| \mathcal{L}_{0}^{-1} \mid \rho_{\mathrm{ss}}\right\rangle\right\rangle\left|\rho_{\mathrm{ss}}\right\rangle\right\rangle\langle\mathbb{1}| \tag{R5}
\end{align*}
$$

One may verify that, together with Eq. (R4), this relation establishes Eq. (R3).

## APPENDIX S: FLUCTUATION THEOREM FOR $\Theta^{2}=-1$

In this appendix, we show that the symmetry in the SCGF in Eq. (343) follows from Eq. (340) under the assumption of time-reversal symmetry, even for $\Theta^{2}=-1$, where $H$ and $L_{k}$ may in general not be real valued. To this end, we consider the Liovillian

$$
\begin{align*}
\overline{\mathcal{L}}_{\chi} & =-i\left(H \otimes \mathbb{1}-\mathbb{1} \otimes H^{\mathrm{T}}\right) \\
& +\sum_{k=1}^{\mathrm{r}}\left[e^{i \nu_{\alpha k} \chi_{\alpha}} L_{k} \otimes L_{k}^{*}-\frac{1}{2} L_{k}^{\dagger} L_{k} \otimes \mathbb{1}-\frac{1}{2} \mathbb{1} \otimes\left(L_{k}^{\dagger} L_{k}\right)^{\mathrm{T}}\right] \tag{S1}
\end{align*}
$$

which is obtained from $\mathcal{L}_{\chi}$ in Eq. (340) by exchanging the matrices before and after the Kronecker products. The Liouvillians $\overline{\mathcal{L}}_{\chi}$ and $\mathcal{L}_{\chi}$ have the same eigenvalues. Indeed, $\overline{\mathcal{L}}_{\chi}$ corresponds to a different but completely legitimate vectorization prescription, where we first transpose the matrix before stacking its columns, and thus describes the same physics. For time-reversal symmetric $H$ and
$L_{k}$ [cf. Eq. (339)] and using the local detailed-balance condition in Eq. (338), we find the symmetry

$$
\begin{equation*}
\overline{\mathcal{L}}_{\chi}=\Theta \mathcal{L}_{\chi+i \sigma}^{\mathrm{T}} \Theta^{-1} \tag{S2}
\end{equation*}
$$

Due to the antilinearity of $\Theta$, this implies the following symmetry for the SCGF:

$$
\begin{equation*}
C(\chi)=C^{*}(\chi+i \sigma)=C(-\chi+i \sigma) \tag{S3}
\end{equation*}
$$

where the last equality follows from Eq. (136). Equation (S3) is identical to Eq. (350). The remaining results thus follow analogously.
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