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Abstract

This thesis covers much of the research that I have worked on since the summer

of 2012, when I started vigorously studying information theory and how it can

be used to make quantum entanglement in optical experiments both easier to

demonstrate and to understand. In particular, I will discuss my research into

demonstrating Continuous-variable EPR-steering with a finite number of discrete

measurements; simultaneous imaging of both the position and momentum spectra

of an optical field with partial projective measurements; and violating a Bell

inequality with the position and momentum statistics of entangled photon pairs.

As a whole, this thesis is intended to show how the techniques of standard

information theory can be used to make both the understanding and the demon-

stration of quantum correlations considerably easier. Most existing notions of

uncertainty are those of localization (i.e., how closely or accurately a measure-

ment outcome can be predicted to be near a particular value). Here, we discuss

an alternative notion of uncertainty as that of information. In particular, while a

localization-based uncertainty relation is a limit on the precision of simultaneous

measurements of complementary observables (say, of position and momentum),

an information-based uncertainty relation is a lower limit to the amount of in-

formation needed to describe the statistics of the measurement outcomes of com-

plementary observables. Thus, while it is understood to be impossible to have a

particle whose state describes both an arbitrarily narrow range in position and in

momentum, it is also impossible to have a particle whose state allows the descrip-
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tion of both position and momentum statistics with arbitrarily small amounts of

information (i.e., predicted with certainty).

The first three chapters of this thesis provide a background for the research that

follows, discussing the essentials of information theory (Chapter 1), EPR steering

(Chapter 2), and the physics underlying the creation of the spatially entangled

photon pairs discussed throughout this work (Chapter 3). In the next chapter, we

go over our research into how to demonstrate continuous-variable EPR-steering

with discrete measurements (Section 4.1), and how our new continuous-variable

Fano inequality allows us to demonstrate position-momentum EPR-steering in

spite of not having access to the complete position-momentum probability distri-

bution (Section 4.2).

In the closing arc of this thesis, we delve into our more recent research into

strategies for accurately measuring the statistics of complementary observables

using partially projective measurements (Chapter 5), as well as our strategy

for demonstrating position-momentum Bell nonlocality in the transverse spatial

statistics of entangled photon pairs (Chapter 6).
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1 Preliminaries on Information

Theory, Quantum

Entanglement, and Entropic

Uncertainty Relations

In this chapter, we discuss the fundamental concepts and relations in classical

and quantum information theory forming the background for this thesis. With

these concepts understood, we discuss entropic uncertainty relations, information

exclusion relations, and how they both inform our understanding of quantum

measurement.

1.1 Introducing Shannon Entropy

From fire signals, to optical fibers, the problem of communication over long dis-

tances is unchanged in its essence; what is the minimum amount of resources

needed to send a message?

The standard meter of information is the bit: the binary digit, or the answer

to a two-state (e.g., yes or no) question. The standard measure of how much

information a message has is in the smallest number of bits it takes to communicate
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it to someone who has no knowledge of it. Information theory, the mathematical

theory of communication, examines this question in the following context: how

many bits do you need to communicate the outcome of a random variable X with

probability distribution P (X)?

Figure 1.1: An eight-sided die, D8, or octahedral die.

Consider an eight-sided loaded die, with outcomes

X =

“side 1” “side 2” “side 3” “side 4”

“side 5” “side 6” “side 7” “side 8”

 (1.1)

and corresponding probabilities

P (X) =

 1
2

1
4

1
8

1
16

1
32

1
64

1
128

1
128

 . (1.2)

The minimum number of bits needed to communicate a particular outcome of X

is the number of digits you need to uniquely label all outcomes (i.e., the base-2

logarithm of the number of possible outcomes rounded up to the nearest integer).

The eight-sided die has eight possible outcomes, which take three bits to label

them all. With only one bit, one can communicate whether the outcome is in

one of two sets (e.g., in outcomes 1-4, or in outcomes 5-8). With this information

(say, that it is within outcomes 1-4), the second bit can communicate whether

the outcome is in one of two subsets of the known set (within 1-2 or within 3-4).
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With this additional information (say, that it is within outcomes 3-4), the third

bit can distinguish between the last two possible outcomes. Though it might seem

that one always needs three bits to uniquely describe the outcome of X, one can

actually do significantly better on average.

Let us say someone rolls the eight sided loaded die many times, and we ask,

“How many bits does it take on average to know what the outcome of X is?” For

the probability distribution P (X), if we ask the following questions in order; “Is

it X =‘side 1’?”;“Is it X =‘side 2’?”;“Is it X =‘side 3’?”, and so forth, we only

need one bit half of the time, two bits a quarter of the time, three bits an eighth of

the time, and so on, which surprisingly adds to an average number of 127
64

or about

1.98 bits per roll. This minimum average number of bits needed to communicate

the outcome of X is such an important quantity in information theory that it is

given its own name, the discrete Shannon entropy, H(X):

H(X) ≡ −
∑
i

P (Xi) log(P (Xi)) =

〈
log

(
1

P (X)

)〉
P (X)

. (1.3)

The discrete Shannon entropy of X is equal to the number of bits it takes on

average to communicate the outcome of X. Note that here and throughout this

thesis, all logarithms are assumed to be base two unless otherwise specified.

For probability distributions less contrived than the eight-sided loaded die, it

is still proven (in Shannon’s original paper [1]) that in the limit of many trials,

one needs on average H(X) bits per trial to communicate the outcome of X. The

proof of this is beyond the scope of this thesis, but the idea is well captured by the

Asymptotic Equipartition Property (AEP) theorem [2] (coming from the weak law

of large numbers). What the AEP theorem tells us is that given long, independent

and identically distributed (i.i.d.) sequences of outcomes of a random variable

X (say, the outcomes of many rolls of the loaded die), the fraction of possible

outcome sequences that are “typical” (i.e., those whose relative frequencies of

outcomes differ from the true probabilities by no more than some small fixed
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value ε) approaches unity (exponentially) as the sequence grows large [2]. In

addition, these “typical” sequences are very nearly equiprobable, and the number

of bits needed to uniquely label these “typical” outcomes is very nearly equal to

nH(X), where n is the number of trials in the sequence, and H(X) is the entropy

of X. What this means for us is that for sufficiently long sequences, it becomes

overwhelmingly likely that we need only on average H(X) bits to communicate

the outcome of X for each trial.

The discrete Shannon entropy is also a well-qualified measure of the intrinsic

uncertainty of a random variable. If the entropy is low, it takes fewer bits to de-

termine the outcome than if it is high. A uniform probability distribution has the

highest possible entropy, being the logarithm of the number of outcomes. A proba-

bility distribution with only one outcome of nonzero probability has zero entropy;

there is no uncertainty in its outcome since it will be the same outcome every

time over and over again. The Shannon entropy improves upon variance-based

measures of uncertainty in that a sharply peaked bimodal distribution has much

less intrinsic uncertainty than a singly-peaked distribution of the same variance

(see Fig. 1.2).

H(X) ≈4.369 bits
Var(X)=25
H(X) = 1.000 bits

Var(X)=25

P(X) P(X)

X X

Figure 1.2: Diagram comparing the Shannon entropy of two probability distributions with the

same variance V ar(X). On the left is the binomial distribution of 100 fair coin tosses. On the

right is the minimum entropy distribution of the same mean and variance.

On the other hand, the Shannon entropy is a poor measure of localization (i.e.,
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how tightly a distribution of outcomes is clustered about a single point) for the

same reason that it is such a good measure of uncertainty. Since the Shannon

entropy H(X) is a function of the probabilities of the outcomes of X, and not on

the outcomes themselves, it is invariant under any permutation or reshuffling of

the outcomes of X.

One particularly useful property of the Shannon entropy H(X) is that it is a

concave function of the probability distribution P (X). A concave function is a

function that is “concave-down” over the domain of the function. What makes

this concavity useful comes from Jensen’s inequality [2]. Jensen’s inequality states

that for any concave function f(x), and any weighted average 〈·〉 with non negative

weights {wi} such that they sum to unity, the average of the function never exceeds

the function of the average. In particular, where

〈x〉 ≡
∑
i

wixi, (1.4)

Jensen’s inequality for concave f(x) is,

〈f(x)〉 ≤ f(〈x〉). (1.5)

Since the Shannon entropy is concave in the probability, we know that the entropy

of a mixture of probability distributions is never less than the corresponding mix-

ture of the entropies of each distribution. The concavity of the entropy can be

used to prove many relations in information theory. In particular, since we can

write P (X) as a weighted sum of conditional probabilities,

P (Xi) =
∑
j

P (Xi, Yj) =
∑
j

P (Yj)P (Xi|Yj), (1.6)

we get the useful relation

H(X) ≥ H(X|Y ); (1.7)

i.e., that conditioning on extra information (the outcomes of another random

variable Y ), cannot increase the average uncertainty of X.
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The discrete Shannon entropy is not the only entropic function discussed in

classical information theory. For every kind of probability distribution, there is an

associated entropy. Accordingly, we define the joint entropy of random variables

X and Y , H(X, Y ), as

H(X, Y ) ≡ −
∑
i,j

P (Xi, Yj) log(P (Xi, Yj)) =

〈
log

(
1

P (X, Y )

)〉
P (X,Y )

, (1.8)

and define the conditional entropy of Y given X, H(Y |X), as

H(Y |X) ≡ −
∑
i,j

P (Xi, Yj) log(P (Yj|Xi)) =

〈
log

(
1

P (Y |X)

)〉
P (X,Y )

. (1.9)

With Bayes’ rule,

P (X, Y ) = P (X)P (Y |X) = P (X|Y )P (Y ), (1.10)

it is straightforward to show that

H(X, Y ) = H(X) +H(Y |X). (1.11)

This leads us to the intuition that the number of bits it takes to learn both X

and Y is equal to the bits needed to learn X plus the remaining number of bits

needed to learn Y , given that the outcome of X is already known. Consequently,

the difference between H(X) and H(X|Y ) is equal to the number of bits learned

about X by learning the outcome of Y . This difference is called the mutual

information H(X :Y ),

H(X :Y ) ≡ H(X)−H(X|Y ) = H(X) +H(Y )−H(X, Y ). (1.12)

The mutual information is a highly important entropic function because it de-

scribes the capacity for sending information between a sender whose input symbols

may be described by the outcomes X and a receiver whose output symbols may

be described by the outcomes of Y , and vise versa. Indeed, when optimizing over

all possible inputs X, Shannon showed [1] that the mutual information H(X : Y )
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is the maximum rate (on average) of error free communication on an input-output

channel, whose transmission probabilities are described by P (Y |X). To see how

this might be the case, we can consider long series of inputs X and outputs Y

of length n, and invoke the AEP theorem. For large n, there are approximately

2nH(Y ) typical output sequences, and 2nH(Y |X) typical outcome sequences for each

typical input sequence. The ratio of these two, 2nH(X:Y ) is the number of sets

of output sequences that can be distinguished by knowing which typical input

sequence is given. Since an input sequence of length n narrows down the typical

output sequence to be within one of 2nH(X:Y ) sets, one can send on average at

most 2nH(X:Y ) inputs that can be received with low probability of error. Thus,

H(X : Y ) is the average number of bits that can be communicated in a single use

of a channel whose inputs and outputs are described by P (X, Y ).

In addition, the mutual information H(X : Y ) is an extremely general measure

of correlation, capturing any manner of statistical dependence between X and Y ,

and not just linear dependence as the covariance does. This works because (as

mentioned previously) the entropy of a random variable depends only on its set

of probabilities (and not on the outcomes to which they refer); the entropy of a

probability distribution is invariant to permutations of its outcomes.

The entropic functions previously defined are all defined with respect to a

single probability distribution (whether that be of one or many variables). There

is one additional entropic function used when comparing two different probability

probability distributions, say, P (X) and Q(X). This entropic function comparing

P (X) and Q(X) is known as the relative entropy D(P ||Q) [3], and is defined as:

D(P ||Q) ≡
∑
i

P (Xi) log

(
P (Xi)

Q(Xi)

)
=

〈
log

(
P (X)

Q(X)

)〉
P (X)

(1.13)

This relative entropy D(P ||Q) is asymmetric between P and Q, and is also known

as the Kullback-Leibler divergence of Q from P . It is especially useful because:

all the previous entropies can be expressed in terms of relative entropies (where
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the odd distribution Q would be taken to be a uniform distribution), e.g.,

H(X : Y ) = D(P (X, Y )||P (X)P (Y )). (1.14)

In addition, the relative entropy is non-negative, i.e., D(P ||Q) ≥ 0, and the

maximum likelihood fit of a distribution to a raw data set is the one with minimum

relative entropy (with P represented by the fitting distribution, andQ representing

the data).

1.1.1 The Continuous (Differential) Shannon Entropy

The discrete Shannon entropy, H(X), describes the uncertainty of discrete ran-

dom variables very well. To characterize the uncertainty of continuous random

variables, a differential or continuous Shannon entropy was developed (also in

Shannon’s original paper [1]) by essentially taking a high-resolution limit of the

discrete entropy, and neglecting a constant offset.

x

Xi

Δx

ρ(x)

Figure 1.3: Diagram representing the quantization of a continuous probability density ρ(x)

into windows Xi of width ∆x.

For any continuous random variable x described by density function ρ(x),

whose outcome may be any real number, we define the continuous Shannon en-
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tropy h(x):

h(x) ≡ −
∫
dx ρ(x) log(ρ(x)). (1.15)

This continuous entropy can be defined in analogy to the discrete Shannon entropy

by using the AEP theorem and the weak law of large numbers, but we consider the

density function ρ(x) quantized into regular windows Xi of size ∆x (see Fig. 1.3).

Where

ρ(x)dx = lim
∆x→0

P (Xi), (1.16)

and P (Xi) is the density function, integrated over all values of x within window

Xi, we have that 1

h(x) = lim
∆x→0

(
H(X) + log(∆x)

)
. (1.17)

The final term is an offset that is independent of the density function; when

comparing uncertainties of continuous variables, it suffices only to compare their

continuous entropies, h(x).

The continuous Shannon entropy follows rules similar to the discrete Shannon

entropy. For example, we have the identities:

h(x, y) = h(x) + h(y|x), (1.18)

h(x : y) = h(x)− h(x|y) = h(x) + h(y)− h(x, y), (1.19)

D(ρ||η) =

∫
dxρ(x) log

(
ρ(x)

η(x)

)
, (1.20)

and

h(x) ≥ h(x|y), (1.21)

in analogy to discrete entropies.

1Note: where ∆x has a dimension of length, the value of log(∆x) depends on one’s length

scale. Indeed, the Shannon entropy of a probability density shifts by a constant amount over a

uniform rescaling of the probability density. In order to compare the entropies of two different

probability densities, one must be sure to use the same length scale for both.
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In addition, we have that the maximum continuous entropy is that of a uniform

distribution, though this limit is arbitrarily large when x has no upper or lower

bounds. However, the continuous entropy is markedly different from the discrete

entropy in that it can take negative values because the density function ρ(x) can

have values above unity (so long as it still integrates to unity). This means, for

example, that h(x, y) can be smaller than either h(x) or h(y) in spite of its being

a measure of uncertainty for a pair of random variables.

1.1.2 Relating Continuous and Discrete Shannon Entropy

In order to make sense of continuous-variable degrees of freedom in physical experi-

ments, we must be able to relate discrete measurement data to continuous-variable

statistics. Though an arrow on a dial may have any angular position between two

limits, recording its position requires that we quantize its position up to a given

resolution.

In the research discussed in later chapters, we make use of relating the con-

tinuous entropy h(x) to the discrete entropy H(X) of a quantization of x up to a

resolution ∆x. To express the continuous entropy in terms of the discrete entropy,

we cut up the continuous density function ρ(x) into equally spaced regions of size

∆x. The continuous density function is then expressed as:

ρ(x) =
∑
i

P (Xi)ρ(x|Xi) (1.22)

where ρ(x|Xi) is the probability density of the measurement outcome of x, given

that it is within window Xi. Using this quantization, we can express the contin-

uous entropy in a similar way:

h(x) =
∑
i

P (Xi)h(x|Xi) +H(X) (1.23)
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where h(x|Xi) is the continuous entropy of x, conditioned on x being within

window Xi. Since the largest possible entropy for a continuous random variable

bounded between two limits is that of the uniform distribution, we find:

h(x|Xi) ≤ log(∆x), (1.24)

and using this in our relation between discrete and continuous entropies (1.23),

we prove that

h(x) ≤ H(X) + log(∆x). (1.25)

This relation was already known in [4, 5], and it agrees with the intuition that

the entropy of the discrete approximation should not be smaller than the entropy

of the thing itself. In Chapter 4, we prove that a similar relation holds true for

arbitrary conditional entropies:

h(xB|xA) ≤ H(XB|XA) + log(∆xB), (1.26)

and then use this result to demonstrate the EPR-paradox in the position-momentum

statistics of entangled photon pairs.

1.2 Quantum Entropy and Information

While classical information theory is a mathematical theory of communication

and data manipulation, quantum information theory is a mathematical theory of

quantum processing, and of the manipulation of quantum systems. While the

elementary unit of classical information can be expressed in any number of ways

from etchings on clay tablets, to etchings on plastic discs, quantum information is

stored exclusively in quantum systems. While classical information is measured

in bits, quantum information is measured in qubits, i.e., elementary two-state

quantum systems. While the Shannon entropyH(X) characterizes the uncertainty

in a random variable X, the quantum von Neumann entropy [6], S(A) = S(ρ̂A):
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characterizes the intrinsic uncertainty in a quantum system A described by density

matrix ρ̂A. Specifically, the von Neumann entropy of system A is defined as:

S(A) ≡ −Tr(ρ̂A log(ρ̂A)) = −
∑
i

λi log
(
λi
)
, (1.27)

i.e., the Shannon entropy of the eigenvalues λi of its density matrix ρ̂A.

1.2.1 Pure and Mixed States

Beyond capturing the resources needed to encode ρ̂A, the von Neumann entropy

captures the irreducible mixedness of quantum systems. If a quantum system

is described by a single state vector |ψ〉, we say it is in a pure state. The corre-

sponding density operator for this state would be ρ̂ = |ψ〉〈ψ|. If instead a quantum

system is described as a mixture of state vectors |ψi〉 with non-negative weights

pi (adding to unity), we say the system is in a mixed state with density operator

ρ̂ =
∑

i pi|ψi〉〈ψi|. If a quantum state ρ̂1 can be expressed as a mixture of a second

quantum state ρ̂2, and the maximally mixed state ρ̂MM , then ρ̂1 is more mixed

than ρ̂2. To understand the irreducible mixedness of a quantum system, we need

to point out that any mixed state can be expressed as one of an infinite number

of possible pure state decompositions. Indeed, if we consider a spin-1/2 system

which has been prepared to be a 50/50 mixture of spin-up and spin-down, we may

also express it at a 50/50 mixture of spin-left and spin-right or indeed a 50/50

mixture of any pair of opposite spin directions, and get the same density matrix

as a result. To see this geometrically, it helps to consider the Bloch representation

of the spin-1/2 system [7]. Any density matrix of a two-state quantum system (or

qubit) can be represented as a weighted sum of the identity matrix and the three

Pauli spin matrices:

ρ̂ =
1

2

(
Î + Pxσ̂x + Pyσ̂y + Pzσ̂z

)
, (1.28)

where ~P = (Px, Py, Pz) is the Bloch vector encoding all the information about the

qubit.
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Figure 1.4: Diagram of Bloch sphere representation of pure state decomposition of the state

(black point) that is a mixture of 3/4 spin-up, and 1/4 spin-down (green arrows). The red

jointed arrow represents a decomposition in terms of two non-orthogonal pure states, while the

blue curved arrow represents a decomposition in terms of an infinite number of pure states. In

both cases, the arc length of the arrows is one, as the total sum of the weights adds to unity.

This Bloch vector can have any value within the unit sphere in three-dimensional

Cartesian space. Pure states have Bloch vectors of unit magnitude, while mixed

states have Bloch vectors of smaller magnitudes. If we consider the Bloch vector

of a mixed state, a pure state decomposition can be expressed as the weighted

sum of the Bloch vectors of the pure states. In that way, we see there are as many

pure state decompositions as there are curves of unit arc length connecting the

origin of the Bloch sphere to the point giving the mixed state (see Fig. 1.4).

Though there are many pure state decompositions of any mixed state, with

the Shannon entropy of the weightings {pi} having no upper limit (one can mix

a nearly infinite number of states almost uniformly), there is a unique lower limit

to the Shannon entropy of the pure state decomposition, and that is the von

Neumann entropy, or the Shannon entropy of the eigenstate decomposition of the
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mixed state:

H(pi) ≥ S(ρ̂). (1.29)

Before going further, it is important to make clear what is meant by the

mixedness of a quantum state, and how the von Neumann entropy measures it.

To do this, we consider the mixedness of a quantum state to be the inverse of its

purity. The purity of a quantum state is generally a measure of how closely the

eigenvalue spectrum of powers of a density matrix agree with the eigenvalues of

the original density matrix. Since only for pure states can Tr[ρ̂α] = Tr[ρ̂] for all

non-negative powers of α, we can use the trace of ρ̂ to some power α as a measure

of the state’s purity, and from that, get a measure of its mixedness.

λ3

λ1

λ2

Figure 1.5: Diagram of the plane, λ1 + λ2 + λ3 = 1, for the eigenvalues of 3-dimensional

quantum systems. The black dot in the middle gives the maximally mixed state. Here, I have

plotted four measures of mixedness. The black boundary of this hyperplane gives states with

a Hartley entropy of 1 bit (i.e., H0(λ) = 1). The outermost (blue) curve gives states with

a Shannon entropy of 1 bit (i.e, H1(λ) = 1). The circular (green) curve gives states with a

Collision entropy of 1 bit (i.e., H2(λ) = 1), and the triangular (red) curve gives states with a

Min entropy of 1 bit (i.e., H∞(λ) = 1).

Though for different powers of α, we get different measures of mixedness, we

can group them into a general class of entropies known as Renyi entropies (of the
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eigenvalue spectrum) [8]. For an n-dimensional density matrix, the Renyi entropy

of order α of its eigenvalue spectrum {λi} is defined as:

Hα(λ) =
1

1− α
log

( n∑
i=1

λαi

)
. (1.30)

With this definition, we note that since pure states have only one nonzero eigen-

value (and that eigenvalue is equal to unity), the Renyi entropy of their eigenvalue

spectrum is zero (the minimum value) for all orders α. In addition, The Renyi

entropy attains a maximum value for the maximally mixed state for all orders α,

and is a monotonically increasing function under any series of mixing operations

(i.e., where two or more permutations of the given state are mixed to create a

third state). Since this makes the Renyi entropy a satisfactory measure of mixed-

ness for all orders α, the Von Neumann entropy must be as well, since in the

limit as α→ 1, the Renyi entropy of the eigenvalue spectrum approaches the von

Neumann entropy.

1.2.2 Quantum Entropic Functions and Identities

Just as there are many classical entropic functions based on probability distribu-

tions, there are similarly useful quantum entropic functions defined for density

matrices. For a bipartite quantum state ρ̂AB, there is the joint quantum entropy

S(A,B) = S(ρ̂AB) ≡ −Tr(ρ̂AB log(ρ̂AB)), (1.31)

and the marginal quantum entropy,

S(A) = S(ρ̂A) ≡ −Tr(ρ̂A log(ρ̂A)), (1.32)

where ρ̂A is defined as the partial trace of ρ̂AB over the states of B. In addition,

there is also the conditional quantum entropy,

S(A|B) ≡ S(A,B)− S(B), (1.33)
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and the quantum mutual information,

I(A : B) ≡ S(A) + S(B)− S(A,B). (1.34)

Note that here, and throughout the paper, H will refer to classical entropies and

mutual informations, while S and I will refer to quantum entropies and quantum

mutual informations.

Since S(A) represents the Shannon entropy of the eigenvalue spectrum of a

system A (i.e., its Von Neumann entropy), it is also the smallest possible mea-

surement uncertainty of any observable Q̂A on A;

S(A) = min
Q̂A

H(QA). (1.35)

This is because mixing operations increase the entropy of a probability distribu-

tion, and the measurement probabilities of the outcomes of QA are mixtures of

the probability eigenvalues λi (see (1.27)) of the density operator ρ̂A of system A:

e.g.,

P (QA = 1) =
∑
i

λi|〈qA,(1)|λi〉|2, (1.36)

where |qA,(1)〉 is the eigenstate corresponding to the outcome QA = 1. That is,

the measurement probability distribution can be expressed as a result of a mixing

operation on the eigenvalue probability distribution, and so will have to be more

mixed, and have higher (or at least not lower) entropy.

Unlike classical information theory, there is no formal distinction between the

quantum entropies of continuous and discrete variable systems. Since a wavefunc-

tion of a particle may always be written as a discrete (though possibly infinite)

sum of eigenfunctions (or orthogonal modes), one can always express a continuous-

variable quantum system in a discrete basis, and use the same formalism as one

would for finite-dimensional systems.

Because pure joint quantum states can be entangled, quantum entropies obey

slightly different constraints than classical entropy. For starters, if the joint state
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of AB, ρ̂AB is a pure state, then the quantum joint entropy S(A,B) = 0, while

the quantum marginal entropies S(A) and S(B) may have some positive value.

In this case, the quantum conditional entropy S(B|A) is such that

S(B|A) ≤ 0, (1.37)

which is not possible for classical entropies, where the joint entropy H(X, Y ) is

an upper bound for the marginal entropies H(X) and H(Y ). When ρ̂AB is a

separable state (1.38), the quantum conditional entropy S(A|B) is non-negative

[6], in accord with our classical intuitions. As a result, whenever S(B|A) < 0, we

know the state ρ̂AB must be entangled.

1.3 Quantum Entanglement: Measures and Wit-

nesses

As a large portion of this thesis deals in one form or another with quantum entan-

glement, it is important to explain: what we talk about when referring to quan-

tum entanglement; what we are measuring when we measure the entanglement in

a quantum state; and what we are witnessing when we witness entanglement.

Consider the following. A pair of sufficiently well-prepared quantum particles

A and B may be described by a single pure quantum state |Ψ〉AB. If these particles

were prepared independently, then we may describe A and B by individual pure

quantum states, such that their joint state |Ψ〉AB factors into the tensor product

|ψ〉A⊗|ψ〉B. This is the simplest kind of separable state known as a product state.

If these particles A and B are evolving in time according to a Hamiltonian

Ĥ that acts on each particle independently (so that Ĥ = ĤA ⊗ ĤB), then we

may describe the evolution of each particle by its own Schrödinger equation, and

be assured that (within the context of quantum mechanics) both A and B will
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have well-defined pure states at any time. Such factorizeable Hamiltonians are

non-interacting in that the evolution of the state of B is independent of the state

of A (and the “environment”), and vise versa.

If the pair of particles A and B are instead interacting with one another, so that

its evolution is not described by a factorizeable Hamiltonian, then the evolution

of the state of A may actually depend on the state of B. Over time, though the

pair AB may always be described by a joint pure quantum state, the joint state

|Ψ〉AB may no longer factor into a product of pure states |ψ〉A ⊗ |ψ〉B. When the

joint state |Ψ〉AB is no longer separable in this way, we say the state is entangled.

1.3.1 Separability and Entanglement

Nonseparability is synonymous with entanglement. Previously, we considered a

pair of quantum systems A and B described by a single pure quantum state

|Ψ〉AB, but a complete picture of quantum entanglement includes the entangle-

ment of mixed states as well. In the process we considered, we understood that

if a pair of particles is prepared independently, the state describing the pair must

be separable. The most general case of a separable state [9, 10] is a mixture of

independently prepared pairs of particles whose preparation procedure may be

mediated by local operations on each member of each pair, and classical com-

munication. This criterion of local operations and classical communications is

abbreviated as LOCC for simplicity, and is used in defining non-entangled, or

separable states. The density operator for a separable state ρ̂AB(sep) is generally

expressed as:

ρ̂AB(sep) =
∑
i

pi
(
ρ̂A,i ⊗ ρ̂B,i

)
, (1.38)

where pi are non-negative weights that sum to unity. Note that with a suitable

choice of weightings, any separable state may be expressed as a weighted mixture

of products of pure states as well. Any quantum state for a pair of quantum
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systems not expressible in the form (1.38) must also not have been derived ex-

clusively from LOCC operations on independent pairs of systems. In this sense,

such a state is entangled. Using LOCC operations, we may also define varieties of

separable states for multi-partite systems, and from that, varieties of multi-partite

entanglement [11], though a discussion of this is beyond the scope of this thesis.

1.3.2 Witnessing Quantum Entanglement

Now that we know precisely what it means for a state ρ̂AB to be separable, we

can consider what tests there are that rule out a given state from being separable.

Broadly speaking, entanglement witnesses [12] are criteria that all separable states

satisfy. When a state violates an entanglement witness, it is definitely entangled,

though the converse is not necessarily true, since there may be entangled states

that do not violate a particular entanglement witness. However, for every entan-

gled state, there is some entanglement witness that will succeed in witnessing its

entanglement.

To see how we might witness the entanglement of any entangled state, we

consider that the set of separable states is convex; all mixtures of separable states

are separable states. In Euclidean 3D space, a convex set is some simply connected

(i.e., contiguous and un-holey) blob whose surface has everywhere non-negative

curvature, like an egg, sphere, or any other surface where the plane tangent to

every point on the boundary of that set lies outside that set. For every point

outside that convex set, there always exists some other plane where the point will

be on one side, and the convex set will be on the other. Since such a plane always

exists, there is always some vector defining that plane, whose inner product with

every vector in the convex set will be non-negative, while for the point outside

the set, will be negative (see Fig. 1.6 for a diagram of the 2D version of this).

Similarly, in the vector space of density matrices, there also always exists some
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S

Figure 1.6: Diagram of a convex set S in 2D Euclidean space. The black dot is a vector

outside that convex set, while the vector ~W defines a plane (dotted line) separating S from the

point outside that set.

observable Ŵ of the joint system AB whose expectation value will be non-negative

for all separable states, but be negative for the entangled state in question 2.

Although it is in principle possible to tell whether or not a given state ρ̂AB is

entangled, the actual determination of this is currently understood to be an NP -

hard problem [13]. Fortunately, there are entanglement witnesses that witness

entanglement in a wide variety of states. As one example [14], the expectation

value of the observable σ̂x⊗σ̂x+σ̂y⊗σ̂y+σ̂z⊗σ̂z, must be between −1 and 1 for all

separable (two-qubit) states, while its value is 3 for the maximally entangled Bell

singlet state. However, its value is 1 for the other three Bell states; even maximally

entangled states are not necessarily detected by a particular entanglement witness.

Beyond single witness observables, there are also a wide variety of inequalities

witnessing the entanglement using other statistics of observables. EPR-steering

inequalities and Bell inequalities (discussed in Chapter 2), are examples of these,

though there are still multiple other inequalities exclusively witnessing the non-

2Indeed, the observable Ŵ need not have a negative expectation value to witness entangle-

ment; it must, however, have an expectation value outside the range of values achievable for

separable states.
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separability of systems, such as is seen in [15–17]. As one final example, we

previously mentioned that a negative quantum conditional entropy (1.37) wit-

nesses entanglement. This particular witness requires knowledge of the density

matrix, as opposed to knowledge of the outcomes of measurements of some set of

observables. If one knows the joint density matrix, one can test whatever entan-

glement witness one likes. Indeed, with the joint density matrix, one has complete

knowledge of the quantum state measured, and one can in some sense measure

how entangled the state is (as discussed in the following section).

1.3.3 Measuring Quantum Entanglement

While it is straightforward to understand the distinction between separable and

entangled states, there is also a manner of speaking in which it makes sense to

say that some states are more entangled than others (i.e., that there are degrees

of entanglement beyond “yes” and “no”).

Mathematically, sources generally agree [11, 14] that a measure of entangle-

ment (also known as an entanglement monotone) has the following properties.

First, it is a continuous function of the joint density matrix ρ̂AB because infinites-

imal perturbations of the density matrix ought to infinitesimally affect the amount

of entanglement it contains. Second, it has a minimum (usually zero) value for

(and only for) separable states 3. Third, it is invariant to local unitary transfor-

mations, because the degree of entanglement between an isolated pair of particles

should not change if the particles are forbidden from (further) interaction. Fourth,

it is non-increasing under LOCC operations. This last criterion makes sense in

that it allows us to rank any set of entangled states based on whether we can ob-

tain one from another through LOCC operations. Given any pair of joint states

3There are some sources that do not require that an entanglement measure of zero implies

separability. In these cases, there are relatively easy-to-compute measures of entanglement, such

as the negativity, though these fail to capture the entanglement of bound-entangled states.
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ρ̂ and η̂, it is never the case that neither state can be converted into the other

though LOCC operations [14].

Practically, it is interesting to consider that although one can construct mea-

sures of entanglement, it is harder to agree on precisely what is being measured.

A large school of thought considers entanglement to be a resource consumed in

quantum information protocols. Indeed, as a qubit is an elementary two-state

system in quantum information, an ebit [6] is an elementary two-qubit maximally

entangled Bell state. One can characterize entanglement-based quantum infor-

mation protocols in terms of the average number of ebits consumed in a channel

use. In fact, among measures of entanglement, the entanglement of formation [18]

characterizes the number of ebits on average needed to create a given quantum

state through LOCC operations, while the distillable entanglement [19, 20] char-

acterizes the mean number of ebits that can be distilled out of many copies of a

given quantum state. An alternative school of thought considers entanglement to

be a geometric property of quantum states. One measure of entanglement along

this line would be the distance (according to some metric) to the nearest separable

state [21]. In either school of thought, all the essential properties for a measure

of entanglement are satisfied, though information-theoretic measures find more

immediate application.

Although measuring entanglement is generally an NP -hard problem (as it is

for even determining if an arbitrary state is separable), the problem of measuring

entanglement is remarkably straightforward when the joint state is pure. Indeed,

there are many measures of entanglement worked out, depending only on the

eigenvalues of reduced density matrix ρ̂A of a joint system described by |Ψ〉AB.

In particular, the reduced von Neumann entropy, S(A) is a measure of the entan-

glement of |Ψ〉AB. It is a continuous function of |Ψ〉AB; it is zero for separable

states; it is invariant to local unitary transformations (since it depends only on

the eigenvalues of ρ̂A); and it is non-increasing under LOCC operations. Indeed,
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there are many entropies of entanglement to choose from since the Renyi entropy

of the eigenvalues of ρ̂A (of which S(A) is a particular case) is also a viable mea-

sure of entanglement. One measure of entanglement particularly useful for pure

continuous-variable states is known as the Schmidt number κ [22, 23] (also known

as the Inverse Participation Ratio);

κ =
1

Tr[(ρ̂A)2]
=

1

Tr[(ρ̂B)2]
(1.39)

Though the Schmidt number 4 is not zero for separable states, a simple scaling and

shift will suffice to bring it into accord with the standard conventions. What is

particularly nice about the Schmidt number is that one does not need to calculate

the eigenvalues of e.g., ρ̂A, in order to take a trace of it raised to an integer power.

S(A) does not have this convenience, but has been more useful in information-

theoretic applications.

1.4 Entropic Uncertainty Relations and Their

Consequent Relations

In this section, we explore the uncertainty principle as expressed in entropic terms.

We discuss the continuous variable uncertainty relations of Bialynicki-Birula [25],

the discrete uncertainty relations of Deutsch [26], later improved by Maassen and

Uffink [27], and later again by Berta et al. [28], and more still by others. In

addition, we discuss how these entropic uncertainty relations inform our under-

standing of quantum uncertainty. In particular, we discuss information exclusion

relations as a consequence of entropic uncertainty relations.

4The Schmidt number κ is not to be confused with the Schmidt rank [24], which is the number

of nonzero eigenvalues of ρ̂A or ρ̂B . The Schmidt number and Schmidt rank are related in that

the logarithms of these are the quantum Renyi entropy (1.30) of order 2 and 0, respectively.

Recall, the quantum Renyi entropy of order 1 is the von Neumann entropy S(A).
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The uncertainty principle was originally expressed by Heisenberg [29] in terms

of the variances σ2 of the outcomes of measuring the position x and momentum

k of a single quantum particle, i.e.,

σ2
xσ

2
k ≥

1

4
. (1.40)

This uncertainty principle applies not just to quantum wavefunctions, but indeed

any waveform (such as classically described sound and light) admitting a Fourier

decomposition. Shortly thereafter, this uncertainty relation was generalized to

apply to any pair of observables [30].

σ2
Qσ

2
R ≥

1

4
|〈[Q̂, R̂]〉|2, (1.41)

where the right-hand side is one-fourth of the modulus square of the expectation

of the commutator of the pair of observables. Heisenberg uncertainty relations

are still ubiquitous to this day, since the variance is a solid, statistical measure of

localization. Entropy is an insensitive undiscerning measure of localization since

the entropy of a random variable is invariant to permutations of the outcomes

in the probability space. However, uncertainty relations based on entropic “un-

certainty” are much more prevalent in information-theoretic applications because

they directly express one’s measurement limitations in terms of the actual infor-

mation that can be obtained. With entropic uncertainty relations, we can learn

how much information we can send using quantum systems (e.g., photons) [31],

how much information an adversary can gain with a wiretap [32, 33], how well we

can preserve nonclassical correlations in a quantum channel, and so forth.
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1.4.1 Historical Development of Entropic Uncertainty Re-

lations

The first entropic uncertainty relation was proved for position and momentum in

1957 by Hirschmann [34]

h(~x) + h(~k) ≥ 0, (1.42)

and improved independently in 1975 by Bia lynicki-Birula and Mycielski [25], and

Beckner [35] to;

h(~x) + h(~k) ≥ n log(πe), (1.43)

where n is the number of spatial degrees of freedom (e.g., 3 for 3-D space)5.

Shortly thereafter, entropic uncertainty relations were developed for discrete

observables. In 1983, David Deutsch [26] developed the first entropic uncertainty

relation for discrete observables;

H(Q̂) +H(R̂) ≥ 2 log

(
2

1 + c

)
(1.44)

where

c = maxi,j|〈qi|rj〉| (1.45)

Here, |〈qi|rj〉| is the magnitude of the inner product between the ith eigenstate

of Q̂ and the jth eigenstate of R̂, and H(Q̂) is the Shannon entropy of the mea-

surement probability distribution of the eigenstates of Q̂ for the quantum state

being measured. When Q̂ and R̂ are mutually unbiased, a system prepared in an

eigenstate of Q̂ is equally likely to be measured in any of the eigenstates of R̂,

and vise versa. When Q̂ and R̂ are N -dimensional mutually unbiased observables,

c can be no larger than 1/
√
N . Deutsch’s uncertainty relation is not tight when

observables Q̂ and R̂ are mutually unbiased. By tight, we mean that there are

5Note: Although one could imagine choosing position and momentum length scales so as to

make h(~x) and h(~k) arbitrarily small, the Fourier transform imposes an intrinsic length scale on

momentum related inversely to the length scale in position.
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no quantum states which saturate this inequality for an optimal choice of observ-

ables Q̂ and R̂. In 1988, Maassen and Uffink [27] significantly improved Deutsch’s

uncertainty relation, coming up with

H(Q̂) +H(R̂) ≥ log

(
1

c2

)
≡ log(Ω), (1.46)

where we implicitly define Ω for later convenience. This uncertainty relation

is saturated when Q̂ and R̂ are mutually unbiased, provided the system being

measured is in a pure state.

In 2010, Berta et al. [28] improved upon Maassen and Uffink’s entropic uncer-

tainty relation by accounting for the intrinsic uncertainty of the quantum system

itself given by its von Neumann entropy. They formulated the uncertainty prin-

ciple in the presence of quantum memory:

S(Q̂A|B) + S(R̂A|B) ≥ log(Ω) + S(A|B). (1.47)

Here, S(Q̂A|B) is the conditional quantum entropy of the system AB, after ob-

servable Q̂ of A has been measured. If Q̂ of A is measured, the state ρ̂AB becomes

ρ̂AB′ =
∑

i(Π̂
i
Q ⊗ Î)ρ̂AB(Π̂i

Q ⊗ Î), where Π̂i
Q is the projection onto the ith eigen-

state of Q̂, (i.e., |qi〉〈qi|), and the index i runs over all the eigenstates of Q̂. Then,

S(A|B) for ρ̂AB′ is equal to S(Q̂A|B) for ρ̂AB. In the scenario leading to the

development of (1.47), the experimenter wishes to determine the observables Q̂

and R̂ of system A, but has the advantage of possessing an additional system B

entangled, or simply correlated with A. In this case, she possesses additional side

information since she can measure an observable of B to infer the measurement

outcome of the corresponding observable of system A. When systems A and B

are uncorrelated, the uncertainty relation reduces to

H(Q̂A) +H(R̂A) ≥ log(Ω) + S(A), (1.48)

in which case, B holds no information about A. Other improvements have been

made since then for different pairs of observables [36], but this uncertainty relation

remains the state-of-the-art for mutually unbiased pairs of observables.
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These entropic uncertainty relations describe how well a pair of noncommuting

observables can simultaneously be determined. That the lower limit is not zero

(except when they do commute) means that there is no way that a system can

be prepared so as to have well-defined (i.e., predictable) values for both Q̂ and R̂.

What makes these entropic uncertainty relations especially useful is that we can

use them to develop other relations describing tasks involving quantum systems

to place our intuitions on solid ground. In the next subsection, we will develop

information exclusion relations [37, 38], showing how measurements that gain

information about one observable must limit the information that can be gained

about complementary observables of the same system.

1.4.2 Consequence: Information Exclusion Relations

Let θ be a random variable representing the outcome of one’s measurement device.

Then for some observable Q̂ of the N -dimensional system,

H(Q̂|θ) =
∑
i

P (θi)H(Q̂|θi). (1.49)

With an additional observable R̂, related to Q̂ by the uncertainty relation:

2 log(N) ≥ H(Q̂) +H(R̂) ≥ log(Ω), (1.50)

we have that:

H(Q̂|θ) +H(R̂|θ) ≥ log(Ω). (1.51)

In other words, the more a measurement θ reduces one’s uncertainty about the

outcome of an observable Q̂, the less that same measurement can also reduce the

measurement uncertainty of another observable R̂, and that limit depends on how

uncertain they are with respect to each other (as captured by Ω). This tradeoff is

more easily seen when one expresses the information exclusion relation in terms

of the mutual information H(Q̂ : θ), such that:

H(Q̂ : θ) = H(Q̂)−
∑
i

P (θi)H(Q̂|θi). (1.52)
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By using both the upper and lower bounds for the uncertainty relation (1.50), we

can get a weaker, but more transparent information exclusion relation:

H(Q̂ : θ) +H(R̂ : θ) ≤ log

(
N2

Ω

)
. (1.53)

Here we see directly that the more information a measurement θ obtains about

Q̂, the less information it can also obtain about R̂. Similarly, for continuous

obervables x̂ and k̂ related by the uncertainty relation:

log(2πeσxσk) ≥ h(x̂) + h(k̂) ≥ log(πe), (1.54)

we may obtain the information exclusion relations:

h(x̂|θ) + h(k̂|θ) ≥ log(πe), (1.55)

and

h(x̂ : θ) + h(k̂ : θ) ≤ log(2σxσk) (1.56)

These information exclusion relations illustrate how any measurement strategy is

limited in the information it can obtain about both x̂ and k̂. While most mea-

surement strategies focus on obtaining a maximum amount of one observable at

the expense of the other, there are other measurement strategies that obtain only

a small amount of information about one observable, minimizing the disturbance

on the statistics of the other observable. Partial projective measurements, dis-

cussed later in this thesis, can be used to obtain simultaneously the position and

momentum probability distributions of photons without violating the uncertainty

principle. In particular, we will see that since these measurements only obtain a

small amount of information about the position of a photon, the maximum infor-

mation about the momentum of a photon that may yet be obtained is reduced

only by that small amount. Using an ensemble of these measurements allows us

to measure both the position and momentum statistics of a field of photons with

high accuracy with the same set of measurements.
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2 Preliminaries on

Einstein-Podolsky-Rosen

Steering, and Bell Nonlocality

In this chapter, we discuss the fundamentals of the original Einstein-Podolsky-

Rosen (EPR) paradox, and show how it leads into the development of Local Hid-

den Variable (LHV) models, and their renunciation by violating Bell inequalities.

In addition, we will discuss how the EPR-scenario led directly into the concept of

quantum steering, and how this has recently taken off in the development of the

new class of inequalities known as EPR-steering inequalities.

2.1 The Eintein-Podolsky-Rosen Scenario

Eighty years ago, three scientists: Albert Einstein, Boris Podolsky, and Nathan

Rosen [39] sought to show that although quantum mechanics was a “correct”

model of reality, it was not a complete one. To be a correct theory was to be a

theory that agreed with experimental results. To be a complete theory was to

be a theory where every “element of reality” had a corresponding element in the

theory. Fortunately, they did not have to define what an element of reality was in

order to make their point. Instead, they gave a sufficient criterion for something
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to have an element of reality. In particular, they said (on the first page of [39]):

“If, without in any way disturbing a system, we can predict with cer-

tainty (i.e., with probability equal to unity) the value of a physical

quantity, then there exists an element of physical reality corresponding

to this physical quantity.”

In other words, if a physical (i.e., measurable) quantity can be predicted without

interacting with it, then its value is independent of one’s measurement strategy,

and can be assumed to be “real”.

If quantum mechanics is a complete theory, then it must give values for every

measurable quantity that has an associated measurement of reality. However, the

uncertainty principle assures us that it is not possible to predict both the position

and momentum of a particle with certainty. Thus, if quantum mechanics is indeed

a “complete” theory, then we cannot assign elements of reality to both the position

and the momentum of a quantum particle.

What Einstein, Podolsky, and Rosen considered next, was a pair of particles

maximally entangled in position and momentum. Given a pair of particles A and

B, whose joint state |ψAB〉 is

|ψAB〉 =

∫
dxAdxBf(xA, xB)|xA〉 ⊗ |xB〉, (2.1)

where f(xA, xB) is the (non-normalizeable) maximally entangled wavefunction in

position space:

f(xA, xB) ∝ δ(xA − xB), (2.2)

and its Fourier transform (into momentum space) is:

f̃(kA, kB) ∝ δ(kA + kB), (2.3)

we find that this maximally entangled state has perfect position correlations, and

perfect momentum anti-correlations. Note that δ(x) is the Dirac delta function.
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For the purpose of this thesis, what is physically relevant is that there are well-

behaved normalizeable entangled quantum states whose position and momentum

correlations can both be arbitrarily strong (though finite). The uncertainty princi-

ple imposes no limit on the strength of measurement correlations between separate

pairs of particles; the difference x̂A − x̂B commutes with the sum k̂A + k̂B, giving

the Heisenberg uncertainty relation,

σ2(xA − xB)σ2(kA + kB) ≥ 0. (2.4)

Note that as the uncertainty in the sum (or difference) of two random variables

approaches zero, the outcome of the second random variable becomes determined

by the outcome of the first, since their sum (or difference) must be constant.

At this point, Einstein, Podolsky, and Rosen considered isolating the highly

entangled pair of particles A and B from each other so that they can no longer

interact, or so that nothing done to A can affect the elements of reality associated

with B. If the pair of now isolated particles is described by the entangled state

|ψAB〉, then by measuring the position or momentum of A, one can predict with

certainty the corresponding position or momentum of B, without interacting with

B. Since the elements of reality associated to B are independent of any measure-

ment on A, we must be able to assign elements of reality to both the position and

momentum of B. However, if quantum mechanics is a complete theory, then we

cannot assign elements of reality to both the position and momentum of B. This

situation is often referred to as the EPR “paradox”. On the one hand, a quantum

mechanical description of highly entangled pairs of particles allows one to predict

either the position or momentum of one particle to arbitrary precision by measur-

ing the corresponding observable of the other particle. On the other hand, using

the additional assumption that non-interacting particles impart no disturbances

on each other, Einstein, Podolsky, and Rosen concluded that quantum mechanics

must be incomplete, though there may be some future theory that may complete

the description of reality.
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2.1.1 Locality in the EPR Scenario

In the original EPR paper [39], their argument on assigning elements of reality

to both the position and momentum of a particle is contingent on the pair of

particles being forbidden from interacting with each other. Later [40], Einstein

clarified that considering a pair of highly entangled particles spatially separated

by a large enough distance (i.e., to be space-like separated1), we may consider

them to be isolated from one another. As a result, the conclusion of the EPR

paper can be rephrased as seen in the following excerpt (from page 682 of [40]):

“By this way of looking at the matter it becomes evident that the para-

dox forces us to relinquish one of the following two assumptions:

(1) the description by means of the ψ-function is complete

(2) the real states of spatially separated systems are independent of

each other”

Alternatively, we can say that it cannot both be the case that quantum theory

offers a complete description of reality, and that reality obeys the principle of

locality.

Locality is an assumption that all effects on physical systems travel no faster

than some finite speed, taken to be the speed of light. What locality implies (and

where its name ostensibly originates) is that any event in spacetime is determined

by the physical situation within its immediate (spatial) neighborhood in the im-

mediate past (i.e., is locally determined). If the Universe obeys locality, then the

only causes of an event in spacetime exist in the past light cone of that event 2.

1Two points (i.e., events) in spacetime are space-like separated if the (spatial) distance be-

tween them is large enough so that no signal traveling at or below the speed of light can traverse

that distance in the time interval between them.
2The past light cone of an event in spacetime is the set of all points in spacetime where

signals traveling at or below the speed of light could originate that would reach the event in

question.
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In a local universe, two events are causally separated from one another if they are

space-like separated; nothing at one point can effect the physical situation at the

other point, and vise versa.

2.2 Local Hidden Variables and Bell-Nonlocality

Since it cannot both be the case that the effect of measurement travels no faster

than light, and that quantum mechanics offers a complete description of reality,

assuming the Universe is local requires that quantum mechanics is incomplete. At

the end of the EPR paper [39], they proposed that in spite of this, there may yet

be a future theory that can complete the description of reality. These theories (i.e.,

theories that both obey locality and accurately represent experimental outcomes)

are broadly classified as models of Local Hidden Variables (LHV).

Without extra variables, quantum mechanics allows one to predict the proba-

bilities of measurement outcomes, and how those probabilities change in different

circumstances. A hidden variable model is one where knowledge of some extra

set of variables λ in addition to the quantum state allows one to predict not only

the relative probabilities, but the measurement outcomes themselves. As shown

in Bell’s seminal paper [41] (whose results we reproduce here), one can make a

hidden variable model for spin measurements on a qubit (e.g., a spin-1/2 parti-

cle). In particular, one can express a measurement outcome of the qubit along

any axis ~n as a function of its quantum state given by its Bloch vector ~P and

a hidden random vector ~λ. If we let ~λ have a uniform probability distribution

covering the hemisphere ~λ · ~P ≥ 0, then any measurement outcome along ~n may

be given by sgn(~n ·~λ) for some ~λ. In this hidden variable model, we could predict

our measurement outcome if we only knew what ~λ was.

A local hidden variable (LHV) model is a hidden variable model where we also

require that the only correlations between a pair of separated systems, A and B,
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are due to information given by λ in the intersection of their past light cones (see

Fig. 2.1). In order to understand why imposing locality is sufficient to isolate

Space

Time

BA

λ

Figure 2.1: Space-time diagram of a pair of measurement events A and B. The diagonal lines

emanating from A and B are light-speed trajectories. The region containing λ is the intersection

of the past light cones of A and B.

the correlations between A and B to the intersection of their past light cones, it

is useful to consider that in a local universe, the only correlations that can be

produced as a consequence of both events A and B would be those within the

intersection of their future light cones. The intersection of the past light cones on

A and B is then the set of points whose future light cones contain both A and B.

In 1964 [41], Bell showed that there were mathematical consequences of LHV

models. He showed that if the correlations between a pair of observables x̂A and

x̂B, admit an LHV model, then their joint probability ρ(xA, xB) must factor in

the following way:

ρ(xA, xB) =

∫
dλρ(λ)ρ(xA|λ)ρ(xB|λ) (2.5)

Here, ρ(λ) is some unknown arbitrary probability density over hidden variables

λ. By conditioning on a particular value of λ, the sub-ensemble of outcomes of
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x̂A and x̂B are statistically independent. As a consequence of this criterion, Bell

derived an inequality that measurement statistics must satisfy in an LHV model:

1 + E(~b,~c) ≥ |E(~a,~b)− E(~a,~c)|. (2.6)

Here, E(~a,~b) is the expectation value of the product of the outcomes of measuring

a pair of entangled qubits, one along direction ~a, and the other along direction ~b.

More important than this, he showed that the maximally entangled Bell singlet

state |Ψ−〉 = 1√
2
(|+,−〉 − |−,+〉) was capable of violating his inequality. As a

result, he showed LHV models were fundamentally incompatible with quantum

mechanical predictions.

Though Bell’s result was profoundly significant, an experimental violation of

his particular inequality (2.6) was unrealistic because its derivation relied on the

additional assumption that identical measurements on the entangled pair of par-

ticles should give perfectly correlated outcomes. This would only be true for a

perfect singlet state, which is not something that can be realized experimentally.

Still, all inequalities capable of ruling out Bell’s LHV criterion (2.5) are known as

Bell inequalities in his honor. Five years after Bell’s paper, Clauser, Horne, Shi-

mony, and Holt (CHSH) [42] developed an alternative inequality more amenable

to experimental investigations. While still starting from the original LHV crite-

rion (2.5), the inequality they derive does away with the additional assumption

of perfect correlations for identical measurement settings.

2.2.1 The CHSH Bell Inequality

To explore where the CHSH inequality comes from, let us consider a pair of

particles A and B. We let α and α′ refer to two different measurement settings

on particle A, and let β and β′ refer to two different settings on particle B.

We let 〈xA〉α be the expectation value of the random variable associated to the
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set of outcomes from observing particle A with measurement setting α, and let

the corresponding random variables for other particles and settings be similarly

defined. Next, let f(x) be a function where x ∈ (−∞,∞), but where |f(x)| ≤ 1.

If measurements on A and B admit an LHV model, then the expectation product

〈f(xA)f(xB)〉(α,β) would have to be expressible as the following form:

〈f(xA)f(xB)〉(α,β) =

∫
dλρ(λ)〈f(xA)〉(α,λ)〈f(xB)〉(β,λ) (2.7)

where 〈f(xA)〉(α,λ) is the expectation value of f(xA) given measurement setting α,

and hidden variable(s) λ. Since f(x), must be between −1 and 1, the expecta-

tions 〈f(xA)〉(α,λ) and 〈f(xB)〉(β,λ) are bounded between −1 and 1 as well as the

expectation product 〈f(xA)f(xB)〉(α,β).

To obtain the CHSH inequality, we bound the difference between 〈f(xA)f(xB)〉(α,β),

and 〈f(xA)f(xB)〉(α,β′). In particular, we find that

〈f(xA)f(xB)〉(α,β) − 〈f(xA)f(xB)〉(α,β′) =

∫
dλρ(λ)

(
〈f(xA)〉(α,λ)〈f(xB)〉(β,λ)

− 〈f(xA)〉(α,λ)〈f(xB)〉(β′,λ)

)
=

∫
dλρ(λ)

(
〈f(xA)〉(α,λ)〈f(xB)〉(β,λ) ± 〈f(xA)〉(α,λ)〈f(xA)〉(α′,λ)〈f(xB)〉(β,λ)〈f(xB)〉(β′,λ)

− 〈f(xA)〉(α,λ)〈f(xB)〉(β′,λ) ∓ 〈f(xA)〉(α,λ)〈f(xA)〉(α′,λ)〈f(xB)〉(β,λ)〈f(xB)〉(β′,λ)

)
=

∫
dλρ(λ)

[
〈f(xA)〉(α,λ)〈f(xB)〉(β,λ)

(
1± 〈f(xA)〉(α′,λ)〈f(xB)〉(β′,λ)

)
− 〈f(xA)〉(α,λ)〈f(xB)〉(β′,λ)

(
1∓ 〈f(xA)〉(α′,λ)〈f(xB)〉(β,λ)

)]
(2.8)

Since the expectation product 〈f(xA)f(xB)〉(α,β) is bounded between −1 and 1 for

all settings α, and β, we are led to the inequality

|〈f(xA)f(xB)〉(α,β) − 〈f(xA)f(xB)〉(α,β′)|

≤
∫
dλρ(λ)

[
2±

(
〈f(xA)〉(α′,λ)〈f(xB)〉(β′,λ) + 〈f(xA)〉(α′,λ)〈f(xB)〉(β,λ)

)]
,

(2.9)
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and since, by the LHV criterion, we may express other expectation products, we

arrive at the CHSH inequality:

|〈f(xA)f(xB)〉(α,β)−〈f(xA)f(xB)〉(α,β′)| ≤ 2±
(
〈f(xA)f(xB)〉(α′,β′)+〈f(xA)f(xB)〉(α′,β)

)
(2.10)

This particular formulation of the CHSH inequality will be especially useful in

Chapter 6, when we discuss how to demonstrate Bell-nonlocality in the transverse

position-momentum statistics of entangled photon pairs.

In the original CHSH paper, they show how to violate their inequality (2.10)

using the statistics of polarization-entangled photons as might be generated from

an electric dipole cascade3, in which case f(x) has two values (1 and −1 for

different polarization outcomes). In the language of entangled qubits (2.6), the

CHSH inequality has the simple form:

|E(~a,~b)− E(~a,~b′)| ≤ 2±
(
E(~a′,~b) + E(~a′,~b′)

)
(2.11)

Indeed, Bell’s original inequality results when we set both ~a′ and ~b′ equal to ~c.

2.2.2 Consequences of Violating a Bell Inequality

When we violate a Bell inequality, we rule out the possibility of an LHV model

describing the correlations between a pair of separate quantum systems. What

this implies is that the correlations between a pair of space-like separated mea-

surements A and B are not reducible to information existing in their shared past

3An electric dipole cascade is a series of decay transitions from an atomic orbital of zero

angular momentum to another lower energy orbital of zero angular momentum. Dipole selection

rules forbid a direct transition, so two photons of unit angular momentum each are emitted

whose total is zero. As the two decay modes ((one mode being the first photon with S = +1,

and the second with S = −1), and second mode with opposite angular momenta) become

indistinguishable, the pair of photons becomes more entangled. See [43] for details.
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light cones. Though a full discussion of the physical and metaphysical implica-

tions of the violations of Bell inequalities is beyond the scope of this thesis, there

are at least two possible consequences of ruling out LHV models. We may say

either that the measurement correlations are explained by information existing

outside their shared past light cones (a nonlocal hidden variable theory), or that

there simply is no information explaining their correlations (i.e., that there are no

hidden variables).

2.3 Schrödinger’s Response to the EPR Scenario

and Quantum Steering

As a response to the original EPR paper, Schrödinger [44] elaborated on the nature

of entanglement, and showed that the quantum state of one particle entangled

with a second really does depend on the measurement performed on that second

particle. In particular, he considered that (from page 556 of [44]):

“It is rather discomforting that the theory should allow a system to

be steered or piloted into one or the other type of state at the experi-

menter’s mercy, in spite of his having no access to it.”

Indeed, if we consider a pair of particles A and B maximally entangled position-

momentum EPR state, measuring the position of A results in the state of B being

one of well-defined position, the particular value being highly correlated to the

measurement outcome of A. If instead, the momentum of A were measured, then

the state of B would be well-defined in momentum, its value being correlated

to the momentum outcome of A. Thus, by one’s choice of measurement of A,

one can steer the ensemble of states of B to be an ensemble of either position

eigenstates, or momentum eigenstates. This general idea of quantum steering led

to the specific formulation of EPR-steering by Wiseman et al. in 2007 [45].
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However, it is important to understand that this entanglement-mediated ma-

nipulation of a quantum state does not allow for faster-than-light communication

due to the no-signaling theorem [46]. In short the no signaling theorem shows

that given two quantum systems A and B, there is no difference between the den-

sity matrix of A before any measurement of B, and the density matrix of A that

results from a complete ensemble (including null results) of generalized measure-

ments of B. Simply put, there is no way in principle of determining whether a

single particle is half of an entangled pair without additional information outside

that single particle. There is no difference between the reduced density matrix

of one of an entangled pair of particles, and the density matrix of a statistical

mixture of single particles.

2.3.1 Local Hidden State Models and the Hierarchy of

Nonlocality

With the general idea of quantum steering in mind, Wiseman, Jones, and Do-

herty [45] formulated the concept of EPR-steering as a variety of nonlocality

intermediate between Bell-nonlocality, and mere entanglement. Specifically, they

introduced the idea of a model of Local Hidden States (LHS). In an LHV model,

the joint probability between two separated observables x̂A and x̂B factors as seen

previously (2.5). In an LHS model for system B, the joint probability factors

similarly:

ρ(xA, xB) =

∫
dλρ(λ)ρ(xA|λ)Tr[Π̂x

Bρ̂B,λ]. (2.12)

Here, Tr[Π̂x
Bρ̂B,λ] is the probability of measuring a particular outcome of x̂B where

that probability is obtained from a quantum state ρ̂B,λ, which is determined by

local hidden variable(s) λ, and Π̂x
B = |xB〉〈xB|. Indeed, an LHS model for B

is a particular kind of LHV model, but with the added assumption that the

measurement statistics of B are determined quantum mechanically. Thus, the set
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of states satisfying LHS models for either A or B are subsets of the set of states

satisfying LHV models. Note that here, and throughout this thesis, we will refer

to states that admit an LHV model as Bell-local states, and states that admit

an LHS model as non-steerable states. Having formulated LHS models, Wiseman

et al. finished a hierarchy of locality by giving a similar model for separable states.

In particular, if the quantum state of a pair of particles A and B is separable,

then the joint probability between x̂A and x̂B factors in the following way:

ρ(xA, xB) =

∫
dλρ(λ)Tr[Π̂x

Aρ̂A,λ]Tr[Π̂x
Bρ̂B,λ]. (2.13)

Indeed, this conforms to the standard definition of a separable state [10, 47]:

ρ̂AB(sep) =
∑
i

piρ̂A,i ⊗ ρ̂B,i (2.14)

With the hierarchy established, they then showed that non-steerable states in fact

LHV States

LHS States

Separable 
   States

fo
r A

for B

Figure 2.2: A Venn diagram illustrating the hierarchy of nonlocality for a pair of quantum

systems A and B. Separable states form a subset of the non-steerable states, which in turn

forms a subset of Bell-local states. Note that there are states admitting an LHS model for A,

but not for B, and vise versa.

form a strict subset of Bell-local states (i.e., that there were (two-qubit Werner)

states 4 that rule out an LHS model, but satisfy an LHV model), and a strict

4Two-qubit Werner states are mixtures of the two-qubit Bell singlet state and the two-qubit

maximally mixed state.
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superset of separable states (see Fig. 2.2 for diagram). Among other questions

left open was whether there are states that are exclusively one-way steerable.

Recently [48] this was shown to be the case.

Although one can perform some semblance of quantum steering with any pair

of entangled particles, EPR-steering has a more stringent operational definition. A

state for pair AB is EPR-steerable if, and only if, there is no LHS model for either

A or B, or both that can describe their joint measurement statistics. To determine

whether or not a given quantum state is steerable may be at least as difficult a

problem as determining whether or not a state is separable, which is currently [13,

49], an NP-hard problem 5 (Research into necessary and sufficient demonstrations

of steering is ongoing). As such, the exhaustive determination of steerability for

high dimensional (say, continuous-variable) systems is computationally unfeasible

(if not explicitly impossible) for the time being.

2.3.2 Witnessing EPR-Steering, and the Development of

EPR-Steering Inequalities

While it may be impractical or possibly unfeasible to tell whether or not a state

admits an LHS model (for one or another party), there are ways to witness EPR-

steering in analogy to witnessing entanglement. Any mathematical criterion that

all separable states must satisfy is an entanglement witness, for when a state

violates that criterion, it cannot be separable.

One especially useful property of Bell-local states, non-steerable states, and

separable states, besides that they form a nested series of sets, is that each set of

states is convex. Mixtures of separable states are other separable states; mixtures

5In computational complexity theory, an NP-hard problem is one where the number of steps

needed to solve it is not known to scale favorably (i.e., be solvable in an amount of time propor-

tional to some polynomial in the number of bits of the input), but where the number of steps

needed to check a candidate solution is known to scale favorably.
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of non-steerable states are other non-steerable states; and mixtures of Bell-local

states are also Bell-local states. Because these sets of states are each convex, we

are assured 6 that for any steerable state, there is always [50] some witness that

will show it to be so.

Just as witnesses of Bell-nonlocality are called Bell inequalities, witnesses of

EPR steering are called EPR-steering inequalities. Shortly after the inception of

EPR-steering it was shown [51] that demonstrations of the EPR paradox are a

special case of EPR-steering. As mentioned previously, an LHS model for, say,

A of the pair AB is an LHV model, but with the extra assumption that A’s

measurement statistics are quantum-mechanically generated. What this implies

is that in an LHS model for A, any measurement statistics of A, conditional

or otherwise, must be constrained by uncertainty relations. Then violation of

conditional uncertainty relations, which demonstrate the EPR paradox, also rule

out LHS models, and so demonstrate EPR-steering.

Reid’s EPR-Steering Inequality

The first EPR-steering inequality was Developed by Margaret Reid in 1989 [52] as

a proposed demonstration of the EPR paradox in the field quadratures of entan-

gled light. She considered inferred variances (as seen in [51, 53]), and developed

a steering inequality which may be seen as the Heisenberg uncertainty relation,

but with conditioned variances. Since it is instructive to see where this steering

inequality comes from, we re-derive it for position x and momentum k.

Given a pair of particles A and B entangled in position x and momentum k,

an LHS model for B exists for the joint distribution ρ(xA, xB) if and only if it

6The Hahn-Banach theorem tells us (among other things) that for any vector outside a convex

set of vectors, there is always a plane separating that point from every point in the convex set.

One can then tell that the vector is outside the convex set by seeing it is on the opposite side of

the plane as every vector in the convex set.
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factors as in (2.12). In particular, an LHS model for Bob implies that there is

some set of hidden variables λ where:

ρ(xB|xA) =

∫
dλρ(λ|xA)ρq(xB|λ) (2.15)

where for simplicity, ρq(xB|λ) = Tr[Π̂x
Bρ̂B,λ], and ρ(xB|xA) = ρ(xA, xB)/ρ(xA).

The subscript q is a label implying the density it is attached to is quantum-

mechanical in origin. Since the variance, like the entropy, is a concave function,

any mixture of probability distributions will have a variance no smaller than the

corresponding mixture of variances. Using this fact, we find (as in [51]):

σ2(xB|xA) ≥
∫
dλρ(λ|xA)σ2

q (xB|λ). (2.16)

Here, σ2(xB|xA) is the variance of xB conditioned on a particular outcome of xA,

and σ2
q (xB|λ) is variance of xB conditioned on a particular value of λ, where this

probability distribution is quantum-mechanical in origin. By averaging σ2(xB|xA)

over all outcomes of xA, we get the mean inferred variance, which we call σ2
inf(xB|xA),

and obtain the LHS constraint:

σ2
inf(xB|xA) ≡

∫
dxAρ(xA)σ2(xB|xA) ≥

∫
dλρ(λ)σ2

q (xB|λ). (2.17)

Since taking the logarithm of both sides of an inequality does not change its

direction (and all terms are positive), we combine the LHS constraints for position

and momentum to get:

log(σ2
inf(xB|xA)σ2

inf(kB|kA)) ≥
∫
dλρ(λ) log(σ2

q (xB|λ)σ2
q (kB|λ)). (2.18)

Finally, since conditioning on a single set of random variables does not change the

fact that measurement statistics of B are quantum-mechanically constrained by

the Heisenberg relation, i.e.,

σ2
q (xB|λ)σ2

q (kB|λ) ≥ 1

4
, (2.19)
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we arrive at Reid’s EPR-steering inequality:

σ2
inf(xB|xA)σ2

inf(kB|kA) ≥ 1

4
. (2.20)

This steering inequality was used to successfully demonstrate the EPR-paradox

with the transverse positions and momenta of entangled photon pairs generated

via spontaneous parametric down-conversion (SPDC) [54]. In 2011 [55], Steven

Walborn and others showed how one could develop a tighter steering inequality

by using entropies instead of variances.

Walborn et al.’s Entropic Steering Inequality

Just as the concavity of the variances can be used to develop an LHS constraint

on measuring variances (2.17), the concavity of the continuous entropy can also

be used to develop an LHS constraint on measuring entropies. Indeed, from the

very same LHS model for Bob (2.12), Walborn et al. showed:

h(xB|xA) ≥
∫
dλρ(λ)hq(xB|λ), (2.21)

though they proved this using the fact that the relative entropy (1.20) between

distributions ρ(xB, λ|xA) and ρ(λ|xA)ρ(xB|xA) is non-negative (as it is between

any pair of distributions. Using the fact, again, that conditioning measurements

on a quantum system on a single ensemble of events λ does not affect that those

statistics are constrained by uncertainty relations, we can use the entropic uncer-

tainty relation (1.43), to find:

h(xB|λ) + h(kB|λ) ≥ log(πe), (2.22)

and combine this with the entropic LHS criterion (2.21) to get Walborn et al.’s

steering inequality:

h(xB|xA) + h(kB|kA) ≥ log(πe). (2.23)
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Using the steps leading to Walborn et al ’s steering inequality (2.23), my collabo-

rators and I showed [56] that any entropic uncertainty relation is easily adaptable

into an EPR-steering inequality. This is of particular use, as it leads to inequali-

ties capable of witnessing entanglement across disparate degrees of freedom (i.e.,

hybrid entanglement).

Walborn et al.’s steering inequality is an improvement over Reid’s steering

inequality (2.20) in that one can actually derive Reid’s inequality as a special

case of Walborn et al.’s inequality, but not the other way around; there are states

violating Walborn et al.’s inequality that do not violate Reid’s inequality. The

reason that this is so is because the maximum entropy probability distribution for

a constant variance is that of a Gaussian:

h(x) ≤ 1

2
log(2πeσ2

x). (2.24)

Using this, we can place upper limits on the entropic uncertainty relation (1.43),

to get a weaker uncertainty relation:

1

2
(log(2πeσ2

x) + log(2πeσ2
k)) ≥ log(πe). (2.25)

Simplifying, we actually obtain the Heisenberg uncertainty relation

σ2
xσ

2
k ≥

1

4
. (2.26)

Indeed, Walborn et al.’s steering inequality is one of the most sensitive continuous-

variable steering inequalities to date; many simpler steering inequalities are de-

rived from it, but not the other way around.

2.3.3 EPR-Steering and Quantum Cryptography

In Wiseman et al.’s seminal paper on EPR-steering, they defined EPR-steering in

terms of an operational task similar to the demonstration of the EPR paradox.

This task concerns two parties, named Alice and Bob.
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Alice prepares a pair of particles AB, and sends B to Bob, storing her particle

in a quantum memory for later measurement. For the sake of simplicity, we will

assume AB is a state highly entangled in position and momentum, and concern

ourselves with EPR-steering in that degree of freedom. Alice repeats this many

times, creating many identically prepared particle pairs. Alice then announces

what ensembles she can steer Bob’s states into. For example, with AB highly

entangled in position or momentum, Alice could steer Bob’s state to be in an

ensemble of localized position states, or an ensemble of localized momentum states.

Next, Bob randomly picks an ensemble (in this case, either position or mo-

mentum), and asks Alice to steer his state into that ensemble. Alice does so,

by measuring either x̂A or k̂A, and announces her measurement outcome, which

corresponds to remotely preparing a particular state of Bob’s particle. Finally,

over many runs, Bob can show that that state is correct through tomography

on the sub-ensembles of his particles corresponding to each outcome of Alice’s

measurements.

There is one complication in this set of events. In order to truly be EPR-

steering, the correlations between the results Alice reports and the states Bob

obtains must not be explainable by an LHS model. Indeed, if Alice were instead

just preparing and sending individual particles to Bob, and using her knowledge of

them to announce “results” correlated to Bob’s measurement outcomes, then Bob

would be receiving a local hidden state. In this way, EPR-steering can be used

to verify entanglement between two parties, even when one party’s measurements

are untrusted. To see how this might work in practice, we consider a simplified

version of Wiseman et al.’s thought experiment (see Fig. 2.3).

Alice again, controls a source of identically prepared entangled pairs of particles

AB, sends B to Bob, and keeps A. Alice and Bob are separated by a large

enough distance that their measurements on each pair are space-like separated

from one another. Here, Bob randomly decides to measure either x̂B or k̂B,
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Figure 2.3: A diagram of our simplified version of Wiseman et al.’s thought experiment for

demonstrating position-momentum entanglement in spite of Bob’s skepticism of everything out-

side his experimental setup.

and communicates his choice of observable to Alice. Alice then measures that

observable on her particle A, and tells Bob her measurement outcomes. Bob uses

that information along with his own measurements to determine their position

and momentum correlations.

The question to consider here is whether Alice can prove to Bob that they

share entanglement, even when Bob does not trust the origin of any particle or

piece of information entering his own setup. Ordinarily, Alice and Bob could show

that they share entanglement if the correlations they share violate a separability

inequality (i.e., one that all separable states satisfy). Because Bob does not trust

what is outside his setup, he also cannot trust that the information he receives

about Alice’s measurements outcomes are quantum mechanical in origin. Indeed,

in the absence of knowledge beyond his own system, it could be that Alice is

actually preparing ensembles of particles well-defined in either x̂ or k̂, so that
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when Alice and Bob both measure x̂, Alice can announce her “measurement”

result to be highly correlated with Bob’s outcome, simply because she knows what

state she sent. However, since Bob receives his particle before he dictates Alice’s

measurement basis, half of the time, Alice would have sent a particle well-defined

in a different, complementary basis to the one Bob measures. In that case, Alice

can do no better than randomly guessing measurement outcomes, which will on

average, be uncorrelated to Bob’s outcome. In other words, if Alice were preparing

and sending ensembles of particles to Bob, their measurement correlations could

only be so strong. If Alice and Bob’s measurement correlations are so strong that

they violate an EPR-steering inequality, then Bob can be assured that he and

Alice must have shared entanglement, since there is no way they could have had

such correlations otherwise.

To connect EPR-steering to quantum cryptography, we must understand what

else is ruled out when Alice and Bob’s measurement correlations violate an EPR-

steering inequality. In particular, we rule out the possibility that any third party

was intercepting, measuring, and resending the particles en route to Bob a sig-

nificant portion of the time, since those resent particles are described by a lo-

cal quantum state only classically correlated to Alice’s measurements. While

entanglement-based quantum cryptography does not require EPR-steering, EPR

steering allows one to verify secure correlations in entanglement-based quan-

tum cryptography, even when one party’s measurement device is untrusted. In

Sec. 4.2.4, we discuss exactly how this can be accomplished using the position-

momentum correlations of entangled photon pairs generated via spontaneous para-

metric down-conversion (SPDC).
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3 Preliminaries on the Statistics

of Photon Pairs Generated in

Spontaneous Parametric

Down-Conversion

First, a disclaimer:

In numerous places, I use the terms “wavefunction”, and “transverse spatial am-

plitude” interchangeably. The state |ψ〉 of a single photon with spatial amplitude

ψ(x) can be expressed as:

|ψ〉 =

∫
dx ψ(x) â†(x)|0〉, (3.1)

where |0〉 is the vacuum state, and â†(x) is the creation operator for a photon

at position x. Though the time evolution of the spatial amplitude ψ(x) is not

governed by a Schrödinger equation, it is governed by a wave equation, and the

amplitude is still a square-integrable function having all other necessary properties

of a wavefunction. It is only in the sense that we use the term “wavefunction”.

We avoid this distinction where we expect it will cause confusion.

In this chapter, we briefly discuss the theoretical foundation behind the ex-

perimental source of position-momentum entangled photon pairs used in our

research, namely, type-I degenerate (nearly collinear) Spontaneous Parametric
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Down-Conversion (SPDC). In particular, we show what approximations are taken

to derive the transverse spatial biphoton wavefunction (and what one gets as a

result), and how it departs from idealized models. In addition, we discuss how to

witness the entanglement, EPR-steerability, and Bell-nonlocality of a simplified

biphoton state. A more expansive discussion of these foundations can be found

in my article [57].

3.1 Essential Concepts and Development of the

Biphoton Wavefunction

In the study of light and how it interacts with matter, an electromagnetic wave,

passing through a dielectric material induces a polarization within the material

that affects the wave’s subsequent propagation. For most treatments of optics [58],

we consider the polarization response of a material to be directly proportional to

the magnitude of the electric field component of the electromagnetic wave:

~P(1) = ε0χ
(1)~E (3.2)

where here, ~P(1) is the (linear) polarization field within the material, ε0 is the

permittivity of free space, ~E is the incident electric field, and χ(1) is the first-order

dielectric susceptibility tensor, (i.e., a constant matrix relating each component of

~E to each component of ~P). Indeed, (3.2) forms the basis of standard optics, and

knowing the real and imaginary components 1 of χ(1) as a function of position and

frequency gives you all the necessary information needed to describe how the light

interacts and propagates within a material, provided that its response is linear.

Within optics, there is a sub-discipline dealing with situations where a ma-

terial’s response to an optical field is no longer linear. In this subfield, known

1The real and imaginary components of χ(1) give one the index of refraction and the absorp-

tion coefficient respectively, for the location and frequency that χ(1) is given.
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as nonlinear optics, processes are organized according to the highest-order power

(e.g., square, cube, etc) of the optical field on which the polarization response ~P

effectively depends [59]. Provided that the electric field strength of a light pulse

incident on a material is not so strong as to be comparable to the electric field

strength between electrons and nuclei within a material (so that the light does not

ionize the material), we can express each component of the polarization response

~P as a series depending on various powers of the electric field:

Pi = ε0
(
χ

(1)
ij Ej + χ

(2)
ijkEjEk + χ

(3)
ijk`EjEkE` + ...

)
. (3.3)

Here, we use Einstein notation, so that repeated indices imply a summation over

components. In keeping with this series expansion, we define χ(2) as a (rank-3)

tensor, called the second order nonlinear susceptibility.

SPDC is a second-order nonlinear-optical process occurring in birefringent2

materials in which a photon (called a pump photon) is in one instant converted

into a pair of daughter photons (termed signal and idler), whose energy and

momenta add up to those of the pump photon. While many nonlinear-optical

processes can be modeled without an appeal to quantum mechanics, (say, by

including the nonlinear polarization as an extra term in the optical wave equa-

tion), SPDC requires a quantum-mechanical treatment because the process does

not occur classically without there already being significant fields oscillating at

the signal/idler frequencies. Quantum mechanically, the process is stimulated by

spontaneous fluctuations in the electromagnetic quantum vacuum oscillating at

the signal/idler frequencies [60, 61].

To describe SPDC quantum mechanically, we can use the electromagnetic

field Hamiltonian for a χ(2)-nonlinear material. In particular, we will describe

2In order to produce SPDC, one does not necessarily need a birefringent crystal. Though

there are other means of ensuring a constant phase relationship between the pump photon and

the signal/idler photon pair (known as phase matching), birefringent phase matching is a popular

method, and the one that we use here.
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a collimated pump beam propagating in the z-direction incident on a nonlinear

crystal cut in the shape of an Lx by Ly by Lz rectangular prism (as first discussed

in [62])(see Fig. 3.1).

Lx

Ly

Lz

Pump Field
Signal & Idler

Fields

Figure 3.1: Diagram of an Lx by Ly by Lz birefringent χ(2)-nonlinear crystal facilitating

SPDC. The pump field is collimated, while the SPDC process creates signal/idler fields with a

significant transverse momentum spread.

Since only the nonlinear term in the electromagnetic Hamiltonian will con-

tribute to the SPDC process, we can use only this term, as seen in [60, 62]. The

nonlinear part of the electromagnetic Hamiltonian is given by:

HNL =
1

2
εo

∫
d3r χ̃

(2)
ijlEi(~r, t)Ej(~r, t)El(~r, t). (3.4)

To quantize this field, we use the standard procedure in quantum optics [61]:

we decompose the field into a sum of cavity modes, find the canonically conju-

gate coordinates and momenta of each mode (i.e., those that satisfy Hamilton’s

equations of motion), and substitute for those coordinates, canonically conjugate

observables (i.e., whose commutator is i~). In doing so, we eventually arrive at

the following expression for the quantum Hamiltonian:

ĤNL =
1

2
εo

∫
d3r χ̃

(2)
ijl Êi(~r, t)Êj(~r, t)Êl(~r, t), (3.5)

where

Êi(~r, t) =
1

V
1
2

∑
~k,s

i

√
~ω(~k)

2ε0
â~k,s(t) ~ε~k,s e

i~k·~r + H.C., (3.6)
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and H.C. denotes Hermitian Conjugate, â~k,s is the photon annihilation operator

for a photon with polarization indexed by s and momentum ~k, and V is the

quantization volume of a hypothetical optical cavity. We take the limit as V

becomes arbitrarily large to get the quantum treatment of photons in free space.

In order to go from this very general Hamiltonian (which may describe any

second-order nonlinear optical process), to the Hamiltonian driving type-I, de-

generate, nearly collinear SPDC, we make multiple approximations3. First, we

assume that the pump field is bright enough that it can be treated classically,

and is not significantly attenuated in the crystal. Second, we assume the crystal

is embedded in a material of the same refractive index, but with no nonlinearity

so that we may ignore the effect of internal reflections, and that χ(2) is isotropic

throughout the crystal. Third, we assume the pump in nearly monochromatic so

that we can separate its time dependence from its spatial dependence. Fourth,

we assume the pump is sufficiently collimated so that its the longitudinal com-

ponent of its momentum dominates over all others, allowing us to separate the

longitudinal and transverse dependencies of the pump field.

Once we have a usable Hamiltonian regarding type-1 nearly collinear degen-

erate SPDC, we can use first-order time-dependent perturbation theory in the

interaction picture to obtain the state of the down-converted photon pair, which

gives:

|Ψ(t)〉SPDC ≈
(

1− i

~

∫ t

0

dt′ĤNL(t′)

)
|0〉. (3.7)

Note that we integrate over the time it takes for light at the pump wavelength

to travel through the crystal. Since the nonlinear Hamiltonian is slowly varying

over that time scale, we may just as well use the time it takes for light at the

signal/idler wavelengths to propagate through the crystal as well. The reason we

only need first-order perturbation theory to get an accurate picture of the state

of the downconverted fields is that the energy of the nonlinear contribution to

3To see a step-by-step implementations of these approximations, see [57].
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the electromagnetic field is minuscule in comparison to the energy of the linear

contribution. Alternatively, the energy of the pump field is much much larger (by

more than a factor of 108 for typical experimental parameters) than the energy of

the signal/idler fields. For such small corrections, first-order perturbation theory

works well, and subsequent corrections in higher-order perturbation theory are

small enough to be ignored.

Carrying out the perturbation integral (with the aforementioned approxima-

tions), we find the downconverted state to be (as shown in [63]):

|ΨSPDC〉 ≈ C0|01, 02〉

+ C1

∫∫
d3k1d

3k2 Φ(~k1, ~k2)â†(~k1)â†(~k2)|01, 02〉, (3.8)

where C0 and C1 are normalization constants giving the relative likelihood of

creating a signal-idler photon pair (note: |C0| >> |C1|), and

Φ(~k1, ~k2) =

∫∫
dkxpdkyp

[ 3∏
m=1

sinc

(
∆kmLm

2

)]
ν(kxp, kyp). (3.9)

Here, kxp is the x-component of the momentum of the pump photon, and ∆~k

is defined as the difference between the pump momentum and the sum of signal

and idler momenta, so that ∆kx ≡ kx1 + kx2 − kxp. In addition, ν(kxp, kyp) is

the transverse momentum amplitude of the pump field, which we take to be a

Gaussian, and sinc(x)=sin(x)/x.

To get our biphoton wavefunction for degenerate, nearly collinear type-I SPDC,

we note that since our crystal dimensions are much larger than the typical wave-

lengths passing through it (by a factor of 103-104 for visible wavelengths and a

crystal a few millimeters thick), this integral is straightforward, since the sinc

function factors depending on transverse coordinates act like delta functions (the

only significant contributions being when, e.g., ∆kx = 0, or when the sum of the

transverse signal and idler momenta is very nearly equal to the transverse pump
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momentum. Carrying out those integrals, we find:

Φ(~k1, ~k2) = N sinc

(
∆kzLz

2

)
ν(kx1 + kx2, ky1 + ky2), (3.10)

which, when we use the small angle approximation (to express ∆kz in terms of

∆kx and ∆ky), and consider only the x component (for simplicity)4, becomes our

biphoton wavefunction:

Φ(k1x, k2x) = N sinc

(
Lzλp
8π

(kx1 − kx2)2

)
e
− (kx1+kx2)

2

4σ2
kxp , (3.11)

where σkxp is the standard deviation in the x-component of the pump momentum.

3.2 Transverse Spatial Statistics of Biphotons in

SPDC

Using the biphoton wavefunction discussed previously (3.11), we can calculate the

transverse spatial probability density in position and in momentum, and from that,

calculate correlation statistics, and especially, find alternative approximations to

(3.11) that are easier to work with.

To simplify notation, let a ≡ Lzλp
4π

, and we relabel kx1 as just k1, and kx2

similarly. The biphoton wavefunction is then:

Φ(k1, k2) = N sinc
(a

2
(k1 − k2)2

)
e
− (k1+k2)

2

4σ2
kp . (3.12)

To simplify our expressions further, we transform to the rotated coordinates:

k+ ≡
k1 + k2√

2
: k− ≡

k1 − k2√
2

(3.13)

4The biphoton transverse spatial amplitude does not generally factor into a product of hori-

zontal and vertical wavefunctions. However, in the approximations we make (such as, that for

small x and y, sinc(x+ y) ≈ sinc(x)sinc(y)), it is accurate to do so.
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so that our biphoton wavefunction is a product of a pair of wavefunctions, one of

k+, and one of k−:

Φ(k+, k−) = N sinc(ak2
−
)
e
−

k2+

2σ2
kp . (3.14)

With the simplified biphoton wavefunction, we can transform to the position-

domain with the Fourier transform, and get [57]:

ψ(x+, x−) = N′e
−

x2+

(1/2σ2
kp

)

[
x−
√

2π

(
S

(
x−√
2πa

)
− C

(
x−√
2πa

))
+

+ 2
√
a

(
cos

(
x2
−

4a

)
+ sin

(
x2
−

4a

))]
, (3.15)

where C(x) and S(x) are the Fresnel integrals, integrating over cos(π
2
t2) and

sin(π
2
t2), respectively.

Calculating statistics from these biphoton wavefunctions is not trivial, but

with some effort, one can obtain a simple expression for the transverse correlation

width σ(x1−x2), here defined as the standard deviation of x1−x2. By using position

operators, and performing the calculation in momentum space, one can find [57]:

σ(x1−x2) =

√
18a

5
=

√
9Lzλp
10π

. (3.16)

3.2.1 The Double-Gaussian Approximation

Although all transverse spatial statistics can in principle be derived from our cal-

culated biphoton wavefunction, it is very useful to consider approximating our

wavefunction with a Double-Gaussian wavefunction (i.e., the product of a Gaus-

sian in x+ and another Gaussian in x− with widths chosen for good fitting [23, 64–

66]. The general double-Gaussian wavefunction ψ(DG)(x+, x−) has the form:

ψ(DG)(x+, x−) ≡
(

1√
2πσx+σx−

)
e
−

x2−
4σ2x− e

−
x2+

4σ2x+ . (3.17)

where σx+ and σx− are chosen for good fitting.
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Though we considered the transverse pump profile to already be a Gaussian,

approximating the sinc-based element of the biphoton wavefunction as a Gaussian

can be approached in at least two ways. One can either fit a Double-Gaussian

distribution to (3.15) by matching the statistics of one to the other, or one can fit

the Double-Gaussian by matching some shape parameter of the other (e.g., the

Full Width at Half Maximum (FWHM)). If we consider only the factor of our

biphoton wavefunction (3.15) depending on x−, we can take its modulus square

to find a probability density ρ(x−). We plot our comparisons in Fig. 3.2.
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Figure 3.2: (a) Plot of ρ(x−) (shallow blue wavy curve) comparing it to different Gaussian

fits. The tall skinny dotted curve, is the Gaussian approximation, when matching the variance

of k−. The shallow red dotted curve is the Gaussian approximation when matching the variance

of x−. The green medium Gaussian is the peak-matching approximation, which in this case also

fits the full width at 48.2% of the maximum, and differs at the half-maximum by only 0.3%.

(b) Plot of ρ(k−) (blunted blue wavy curve) comparing it to a Gaussian fit of matching mean

and variance of k−. Note that in both these plots, we set a = 2 for convenience.

In plotting our comparisons of different Gaussian fittings for ρ(x−) and ρ(k−),

we find that a Double-Gaussian approximation of (3.15) is coarse, and one can

at best form a reasonable fit of the central peak in position space. We note

that the peak-matching Double-Gaussian (i.e., the Gaussian in Fig. 3.2.a with

the same peak value as our calculated ρ(x−) is the one where probabilities close

to the central maximum are most accurately represented. Fitting a Gaussian to

ρ(x−) by matching the mean and variance of x− does literally give the maximum
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likelihood fit, but ironically creates a distribution that is significantly more broad

than the central peak of ρ(x−).

Regardless of which fitting procedure one uses, they both agree with experi-

mental data [54, 66–68] within experimental uncertainty, though the exact value

again depends on one’s fitting process. When measuring ρ(x−) through coinci-

dence counting, thresholding away a noise floor gives one an estimate that more

conforms to the peak-matching approximation of ρ(x−) since the small wings may

be unresolvable in the experimental data. In this case, the estimated transverse

correlation width from a peak-matching Double-Gaussian σPM(x1−x2) is:

σPM(x1−x2) =

√
4Lzλp

9π
, (3.18)

which is smaller than the exact correlation width (3.16) by a factor of
√

40/81,

or about 70.2%.

The reason many wish to approximate our transverse biphoton spatial ampli-

tude by a Double-Gaussian wavefunction is that the latter is very easy to work

with. Many statistics are straightforward to work out for the Double-Gaussian

state. It is easy to relate a Double-Gaussian wavefunction to its Fourier transform

(which is another Double-Gaussian), making both transverse position and trans-

verse momentum statistics easy to calculate. The Double-Gaussian wavefunction

is easy to propagate in the paraxial regime (the same regime in which we calcu-

lated our our biphoton state to begin with). In a remarkable mathematical tour de

force, it is even possible to diagonalize the partial trace of the Double-Gaussian,

giving a Schmidt decomposition of the state, and making it exceptionally con-

venient in continuous-variable quantum information. An extensive discussion of

each of these benefits is beyond the scope of this thesis, but an interested reader

may want to look at [57], and its accompanying references.
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3.3 Entanglement, EPR-Steerability, and Bell-

Nonlocality of the Double-Gaussian Bipho-

ton Wavefunction

The Double-Gaussian biphoton state is ubiquitous in studies of continuous-variable

quantum entanglement and quantum information [15, 23, 55, 64–66, 69–75], be-

cause, among other reasons, it is one of the few continuous-variable wavefunctions

whose partial trace (giving the density operator of a subsystem) can be explicitly

diagonalized. In doing so, measures of entanglement can be directly calculated

instead of relying on entanglement witnesses. That being said, entanglement wit-

nesses, EPR-steering inequalities, and Bell inequalities are also straightforward to

test with the Double-Gaussian state.

3.3.1 Entanglement of the Double-Gaussian State

The Double-Gaussian wavefunction (3.17) describing the position statistics of a

signal-idler pair of photons generated in SPDC cannot be factored into a product of

a signal position wavefunction, and an idler position wavefunction. By definition,

the Double-Gaussian state is entangled, except in the case where there are no

position correlations.

Since the double-Gaussian state is a pure state, we can measure its entangle-

ment from its reduced density operator. The density operator associated to a pure

joint position wavefunction ψ(x1, x2) is expressed as:

ρ̂AB =

∫
dx1dx2dx

′
1dx

′
2ψ
∗(x1, x2)ψ(x′1, x

′
2)|x1, x2〉〈x′1, x′2|. (3.19)

Its reduced density matrix ρ̂A is expressed as:

ρ̂A =

∫
dx1dx

′
1dλψ

∗(x1, λ)ψ(x′1, λ)|x1〉〈x′1|. (3.20)
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A simple-to-calculate measure of entanglement of a pure quantum state is the

Schmidt number κ, or the reciprocal of the trace of the square of the reduced

density matrix:

κ =
1

Tr[(ρ̂A)2]
(3.21)

Here, the Schmidt number is expressed as:

1

κ
=

∫
dx1dx

′
1dx2dx

′
2ψ(x1, x2)ψ∗(x′1, x2)ψ(x′1, x

′
2)ψ∗(x1, x

′
2) (3.22)

For the Double-Gaussian wavefunction (3.17), the Schmidt number has the simple

expression:

κ(ψ(DG)) =
1

2

(
σx+
σx−

+
σx−
σx+

)
. (3.23)

Note that when σx− is much less than σx+ , we have strong position correlations,

and strong momentum anti-correlations. As this ratio grows, the correlations

become stronger, and the state as measured by the Schmidt number becomes

more entangled as well.

The Double-Gaussian state is special amongst continuous-variable entangled

wavefunctions in that the eigenvalues of the reduced density operator are actually

known [64]. The eigenvalues λn of ρ̂A are:

λn = 4σx+σx−
(σx+ − σx−)2n

(σx+ + σx−)2n+2
(3.24)

From these eigenvalues, we can calculate S(A) (the von Neumann entropy of the

reduced density operator), which is also a viable measure of entanglement. Inter-

estingly, since the eigenvalues λn are geometrically distributed, and the geometric

distribution is a maximum entropy distribution for a given ratio σx+/σx− , the

Double-Gaussian state is also the maximally entangled state for that ratio.
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3.3.2 EPR-Steerability of the Double-Gaussian State

Using Walborn et al.’s steering inequality (2.23), we can test the steerability of

the Double-Gaussian state by evaluating its position conditional entropy:

h(x1|x2) =
1

2
log

(
4πe

σ2
x+
σ2
x−

σ2
x+

+ σ2
x−

)
, (3.25)

and its momentum conditional entropy (expressed in terms of position statistics):

h(k1|k2) =
1

2
log

(
πe

1

σ2
x+

+ σ2
x−

)
, (3.26)

and compare it to the bound of log(πe). With this in mind, all non-steerable

Double-Gaussian states satisfy the inequality:

1

2

(
σx+
σx−

+
σx−
σx+

)
≤ 1. (3.27)

As the left hand side of this inequality is the Schmidt number of the Double-

Gaussian state, and the Schmidt number has a minimum value of unity, no matter

the state, we find that all Double-Gaussian states with nonzero correlations are

not only entangled, they are also EPR-steerable (as seen in [55]).

3.3.3 Bell-Nonlocality of the Double-Gaussian State

The Double-Gaussian state is Bell-nonlocal, and yet will not violate a Bell in-

equality using transverse position statistics. For finite-dimensional pure-entangled

states, Bell-nonlocality is assured as a consequence 5 of Gisin’s theorem [76–78].

Pure entangled states of continuous-variable systems (or infinite-dimensional dis-

crete systems) have not yet been shown to be Bell-nonlocal for the same reason.

However, there are Bell inequalities [79, 80] that the double-Gaussian state will

violate (though not explicitly in the position-momentum degree of freedom). On

5Gisin’s theorem states that for any pure entangled state |ΨAB〉 of a pair of d-dimensional

quantum systems, there exists some Bell inequality that |ΨAB〉 will violate.
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the other hand, we also know that the Double-Gaussian state will not violate

a Bell inequality with transverse spatial statistics because the Wigner function

associated to the Double-Gaussian state is a well-behaved probability density (a

Quadruple-Gaussian of sorts), and therefore can be used as an explicit local hid-

den variable (LHV) model for those correlations. In Chapter 6, we discuss our

research into violating a position momentum bell inequality with the sinc-based

transverse spatial amplitude, even though the Double-Gaussian state will never

do so.
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4 Position-Momentum

EPR-Steering from Entropic

Uncertainty Relations

In this chapter, we discuss our results in demonstrating position-momentum EPR-

steering with discrete measurements. In particular, we show how to demonstrate

continuous-variable EPR-steering experimentally in spite of a finite resolution, and

finite range of detection. In doing so, we develop a new kind of Fano inequality

suitable for continuous variables. The research discussed here can be found in my

papers [81–83].

4.1 How to Witness Continuous-Variable EPR-

Steering with Discrete Measurements

The measurement process may be analog or digital; the information may be in

the position of a needle or in an LED readout; but quantifiable data, expressed

with a finite number of significant figures, is essentially discrete. In particular,

when acquiring information about a continuous degree of freedom, such as position

or time, one is forced to do binning, either by the hardware (pixels in a digital

camera) or the software (say, the number of bits used to store the arrival time in
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photon counting). Although we may want to experimentally determine, say, the

position probability distribution of photons on a detector, we may only measure

the position statistics up to a given resolution, and often can only make statements

about the position statistics subject to this caveat. However this is not always

the case.

In this section, I shall discuss the relationship between a continuous probability

density ρ(x) and the probability distribution P (X) resulting from discretizing ρ(x)

into equally spaced windows of size ∆x. In doing so, I shall show I, with help from

my colleague Curtis Broadbent, was able to successfully bound the continuous

conditional entropy h(xB|xA) using the entropy of its discrete approximation.

With this bound, we shall show how knowledge only of the discretization of the

(joint) position and momentum probability densities is sufficient to demonstrate

EPR-steering in the continuous position-momentum degree of freedom.

As mentioned in section 1.1.2, there is a straightforward relationship (1.23)

between the continuous entropy h(x) and the entropy of its discrete approximation

H(X). This relationship also extends to multiple variables. In particular:

h(x, y) =
∑
i,j

P (Xi, Yj)hij(x, y) +H(X, Y ), (4.1)

where hij(x, y) is the abbreviated form of h(x, y|Xi, Yj), which is the continuous

entropy of x and y, conditioned on x being within window Xi and y being within

window Yj. Since the continuous conditional entropy h(x|y) is just the difference

between h(x, y) and h(y), we get a similar, slightly more cumbersome relationship

for conditional continuous entropy:

h(x|y) =
∑
i,j

P (Xi, Yj)
(
hij(x, y)− hj(y)

)
+H(X|Y ) (4.2)

Since conditioning does not increase the entropy, we arrive at an inequality for

the conditional entropy:

h(x|y) ≤
∑
i,j

P (Xi, Yj)
(
hij(x|y)

)
+H(X|Y ). (4.3)
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In addition, since the uniform distribution has a maximum entropy, i.e.,

hij(x|y) ≤ log(∆x). (4.4)

we get our formal bound between discrete and continuous conditional entropies:

h(x|y) ≤ H(X|Y ) + log(∆x). (4.5)

With an inequality such as this, finding an upper bound to the continuous con-

ditional entropy is only as hard as finding the discrete probability distribution,

where any element can be determined experimentally (in principle). On the other

hand, one can also show that in the limit of high resolution, the discrete approxi-

mation approaches the continuous distribution, and our inequality (4.6) becomes

saturated (i.e., becomes an equivalency). Note that the prior relations are not ex-

clusive to pairs of random variables, but can also be used to relate pairs of vectors

of random variables. Indeed, where x and y are instead n-dimensional vectors ~x

and ~y, we find

h(~x|~y) ≤ H( ~X|~Y ) + log(Πn
i=1∆xi). (4.6)

4.1.1 Continuous-Variable EPR-Steering with Discrete En-

tropies

What motivated my research into the conditional entropy bound (4.6) was to

see whether it was possible to demonstrate position-momentum EPR-steering via

Walborn et al.’s [55] inequality:

h(~xB|~xA) + h(~kB|~kA) ≥ n log(πe). (4.7)

This steering inequality is very general in that it encompasses other steering in-

equalities (such as Reid’s inequality using conditional variances [52], among oth-

ers). The unfortunate downside to Walborn et al.’s inequality (4.7) is that the con-

tinuous entropies require knowledge of the continuous probability densities to cal-

culate. Though it is a very good inequality for theoretical analyses [55, 71, 84, 85]
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of entangled states, using it experimentally posed significant challenges. Trying

to approximate the continuous entropy from discrete data is far from straight-

forward, and claims of EPR steering would be subject to the strengths of those

approximations. To make a solid claim of EPR-steering, we needed a solid bound

on those conditional entropies that experimental data could be used to evaluate.

With the conditional entropy bound (4.6), and Walborn et al.’s inequality

(4.7), we developed the following steering inequality, as seen in [81, 82]:

H( ~XB| ~XA) +H( ~KB| ~KA) ≥ log

(
(πe)n

Πn
i=1(∆xi,B∆ki,B)

)
(4.8)

This steering inequality depends only on the discretized probability distributions

P ( ~XA, ~XB) and P ( ~KA, ~KB), and bin sizes ∆xi,B and ∆ki,B (along each direction

in space), which are determined by the experimental setup. Following this, we

used the assumption that all flux is within the area (range) LxALyA, LxBLyB

and LkxALkyA, and LkxBLkyB of our finite detection capabilities to derive the

symmetric steering inequality:

H( ~XA : ~XB) +H( ~KA : ~KB) ≤ max
`∈{A,B}

log

(
Πn
i=1Li`Lki`
(πe)n

)
, (4.9)

where H( ~XA : ~XB) is the mutual information between ~XA and ~XB, and LiA is the

total range of positions along the ith dimension with nonzero probability (within

the detection range of detector A). With these inequalities relying on experimental

parameters, we tested both of them using the transverse position and momentum

statistics of entangled photon pairs generated via spontaneous parametric down-

conversion (SPDC). Since our measurements were using both the horizontal and

vertical degrees of freedom, we tested our inequality for n = 2.

The experimental setup is laid out as follows. First we used a 325nm HeCd

pump laser to illuminate a BBO (β-Barium Borate) nonlinear crystal cut for type-

I SPDC. We placed a filter blocking out light at the pump wavelength after the

exiting face of the crystal, so that only down-converted light would pass through
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Figure 4.1: Diagram of experiment to witness position-momentum EPR steering. NLC is an

abbreviation for nonlinear crystal. The lenses before the beamsplitter may be chosen to image

either the exiting face of the NLC, or its Fourier transform.

the rest of the setup. Next, the downconverted light was separated1 by a 50/50

beamsplitter into signal and idler arms, and DMD (Digital Micro-mirror Device)

arrays are placed at the end of each arm. Lenses were placed in the signal and idler

arms to image either the exit face of the nonlinear crystal (to measure position

correlations), or the Fourier transform of the exit face (to measure momentum

correlations). Much as in their name, DMD arrays are arrays of small mirrors

arranged in a screen, where each mirror can be placed into one of two settings,

reflecting incident light in one of two directions. Each DMD array (we call them

A and B) was calibrated to reflect light either toward or away from a detector (in

our case, an Avalanche Photo-Diode (APD). With an APD after the DMD array

in each arm, we measured the transverse position (and momentum) statistics

through coincidence counting. Since the photon pairs are highly correlated in

time, we can measure the difference in arrival times between detectors, and see a

significant peak of coincidence counts at the time difference related to the path

1The separation of the signal-idler photon pairs by a beamsplitter is statistical in nature. Half

of the time, the signal photon goes down one arm, and the idler photon goes down the other.

We can restrict our measurements to just these separated pairs through coincidence counting.
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length difference in the signal and idler arms (including the path length from the

DMD arrays to the detectors). By raster scanning a single pixel on each DMD

array, one can obtain a coincidence histogram for the transverse positions (or

momenta) of the signal and idler photons up to the resolution of the pixels on

the DMD arrays. In order to estimate errors in experimental data, we noted that

the coincidence counts are Poisson-distributed in time, so that we could take the

square root of the number of coincidence counts as our uncertainty in them.
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Figure 4.2: Plot of violation of conditional entropy steering inequality as a function of reso-

lution of signal DMD (A). Each curve gives the violation for a constant resolution of the idler

DMD (B). The degree of violation is in the number of standard deviations of the difference

between the conditional entropy and the bound.

Using the joint coincidence histograms, properly normalized, as joint prob-

ability distributions, we tested our inequality, and found successful violation at

multiple resolutions (where we may take groups of pixels to perform a lower resolu-

tion measurement). The reason that we looked at lower resolution measurements

was two-fold. First, lower resolution measurements are easier to perform, making

the claim about EPR-steering less cumbersome to test. Second is that we wished

to probe the lower limit of resolution below which the inequality would be impos-

sible to violate in principle. When the product of pixel sizes Πn
i=1(∆xi,B∆ki,B) is
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larger than (πe)n, the bound on the right hand side of our inequality (4.8) be-

comes negative. Even with perfect position and momentum correlations, the left

hand side could be no less than zero, so the inequality could never be violated

at such resolutions. As seen in the plot in Fig. 4.2, the threshold where we no

longer violate our inequality is larger than the theoretical one since our measured

correlations are imperfect.

Our successful claim to demonstrating position-momentum EPR-steering is

subject to a number of caveats or loopholes. First, the beamsplitter separating

the photon pairs into signal/idler arms only does so 50% of the time; the rest of

the time both photons go down one arm, or both down the other. This means that

only 50% of the photon pairs are being recorded as coincidence counts, amount-

ing to a substantial detection or fair sampling loophole. However, since a single

beamsplitter is not expected to alter the transverse position or momentum corre-

lations, the measurements we obtained should be accurate representations of the

underlying joint position and momentum probability distributions. This particu-

lar complication could be avoided by using photon pairs from type-II SPDC, since

photon pairs from type-II SPDC have orthogonal polarizations, and can therefore

be more cleanly separated by a polarizing beamsplitter. The reason we did not use

type-II SPDC was that it has a smaller conversion efficiency (resulting in fewer

photon pairs and coincidence counts), and that the experimental setup would be

more difficult to align (the signal and idler beams are not parallel). The second

major caveat is also centered on accurate sampling. In order to normalize our

coincidence histograms and convert them to empirical probability distributions,

we had to assume that there were no photon pairs incident on the image planes

of the DMD arrays outside their range, or ability to reflect that light into the

APDs. Alternatively, we had to assume that the probability of getting a photon

pair with positions outside the range set by the DMD arrays was small enough

to be truly negligible. The problem here is that small probability events can con-
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tribute significantly to the total entropy. Though this effect is not significant if

the probability density decreases exponentially (or faster than any power law), the

issue warranted further study, and lead to our even stronger (though less encom-

passing) steering inequality that allowed us to compensate for certain amounts of

technical limitations such as these.

4.2 Position-Momentum EPR-Steering in spite

of Finite Experimental Limitations

In our experimental demonstrations of position-momentum EPR-steering, we were

forced to assume that the set of transverse positions and momenta imposed by

the experiment (i.e., imposed by the DMD arrays) are the only ones that the

photon pairs actually exhibit. Alternatively, we say that there are no significant

counts outside the detection range of the experiment. However, even with the

DMD arrays imposing specific detection ranges, there are actually gaps in be-

tween the mirrors where light is not being reflected. This fill factor is between

94% and values approaching 100% when using spatial light modulators (SLMs) in

place of DMD arrays. The problem here is that small probabilities can contribute

significantly to the total entropy. For Gaussian, exponential, and other proba-

bility distributions decaying faster than any power law, the effect on the total

entropy may be insignificant, but being able to deal with these small probabilities

is paramount if we are to make claims of position-momentum EPR steering in

spite of experimental limitations. In particular, if we can use the probabilities we

do measure to bound the statistics based on probabilities we cannot measure, we

will have a powerful method indeed.

In [83], I show just how this may be done by developing a new kind of Fano

inequality. While other papers [86] have dealt with the efficiency of detectors
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(for polarization entanglement), our methods allow one to compensate for limited

detector efficiency, dead space between pixels, and a finite viewing area. With

this in mind, it is useful to understand just what the Fano inequality is.

4.2.1 The Fano Inequality

The Fano inequality is an inequality that bounds the conditional entropy H(X|Y )

between two discrete random variables X and Y with the probability that X and

Y have identical outcomes. For X and Y having the same set of N outcomes,

Fano’s inequality [2] has the form:

H(X|Y ) ≤ h2(η) + (1− η) log(N − 1). (4.10)

where h2(η) is the binary entropy function −η log(η)− (1− η) log(1− η), and the

agreement probability η is defined as

η ≡
∑
i

P (Xi, Yi) = P (X = Y ), (4.11)

and the sum is the maximum over all permutations of the outcomes of X and Y .

To understand our research into adapting Fano’s inequality for continuous

variables, it is useful to see where it comes from, as its derivation is straightfor-

ward [2]. To begin, we assume we have three random variables: X, Y , and G

(see Fig. 4.3). The variables X and Y are the N -outcome random variables we

discussed previously. The variable G is defined to have two outcomes. If G = 0,

then we have the event X 6= Y . If G = 1, then we have the opposite event X = Y .

We call G the “agreement” variable.

To start bounding H(X|Y ), we use the fact that adding a variable never

reduces the entropy:

H(X|Y ) ≤ H(X,G|Y ). (4.12)

Next, we use Bayes’ rule (also known as the chain rule for entropies) to get:

H(X|Y ) ≤ H(G|Y ) +H(X|G, Y ), (4.13)
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Figure 4.3: Diagram of discrete joint probability distribution P (X,Y ). The area in gray

corresponds to those outcomes where X = Y , or the event G = 1.

and then the fact that removing a conditioning variable never reduces the entropy

to get what starts to resemble the Fano inequality:

H(X|Y ) ≤ H(G) +H(X|G, Y ). (4.14)

Note that from our definition of the agreement probability η, we have that H(G) =

h2(η).

By using the definition of the conditional entropy, we can expand H(X|G, Y )

as a sum over the outcomes of G (of which there are just two):

H(X|Y ) ≤ H(G)+P (G = 0)H(X|G = 0, Y )+P (G = 1)H(X|G = 1, Y ). (4.15)

Now, if G = 1, then X = Y , which means the conditional entropy H(X|G = 1, Y )

must be zero, leading us closer to the Fano inequality:

H(X|Y ) ≤ H(G) + P (G = 0)H(X|G = 0, Y ). (4.16)

To get Fano’s inequality, we finally place an upper bound on H(X|G = 0, Y ). If

G = 0, then X 6= Y , and the largest entropy H(X|G = 0, Y ) could have would be

log(N − 1), since there are N − 1 possible outcomes of X, excluding the outcome

of Y , and the uniform distribution has maximum entropy. As a result, we find:

H(X|Y ) ≤ H(G) + P (G = 0) log(N − 1), (4.17)
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which is identical to our original statement of Fano’s inequality, where H(G) =

h2(η), and P (G = 0) = (1− η).

Using Fano’s Inequality to Witness Entanglement

The Fano inequality has two principal applications. The first is in using the condi-

tional entropy H(X|Y ) to bound the agreement (alternatively error) probability.

In a communications channel whose output is given by Y , and input given by X,

Fano’s inequality gives a lower bound to the error probability (1 − η) when the

conditional entropy H(X|Y ) is known. This is useful in cases where we wish to

prove, say, that sending messages through this channel in a particular way results

in an error probability of at most so-and-so value. Indeed, Fano’s inequality is

used in this way to prove the inverse of the Shannon coding theorem [2] (i.e., that

we cannot send information with an arbitrarily low probability of error at a rate

larger than the channel capacity).

The second principal application of Fano’s inequality is in using the agreement

probability η to place an upper bound on the conditional entropy H(X|Y ). This

was known to be usable to witness entanglement using the semi-classical analogue

of the uncertainty principle in the presence of quantum memory (see (1.47) and

neighboring text for definitions):

H(QA|QB) +H(RA|RB) ≥ log(Ω) + S(A|B). (4.18)

When the conditional entropies H(QA|QB) and H(RA|RB) are sufficiently small,

the quantum conditional entropy S(A|B) will have to be negative, and the state

will have to be entangled. When Q̂A, Q̂B, R̂A, and R̂B are N -dimensional observ-

ables, we can use Fano’s inequality to place an upper bound of the conditional

entropies H(QA|QB) and H(RA|RB) using their respective agreement probabili-

ties, which we shall call ηq and ηr. As ηq and ηr become large (approaching unity),

they make the upper bounds on H(QA|QB) and H(RA|RB) very small— small
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enough to show that S(A|B) is negative and that the pair AB is entangled. In-

deed, using the entropic steering inequality that my collaborators and I developed

in [56], one can show that under these same conditions (i.e., that the large agree-

ment probabilities imply the entropy sum is less than log(Ω)), the quantum state

describing AB must be EPR-steerable as well. In both these cases, Fano’s inequal-

ity is useful because it serves as a witness of entanglement (and EPR-steering)

using only enough information to estimate the agreement probabilities (a small

subset of the total joint probability distribution).

4.2.2 Extending Fano’s Inequality to Continuous Variables:

Problem and Solution

While Fano’s inequality is very useful for discrete random variables with a finite

number of outcomes, the bound depends not just on the agreement probability η,

but also on the logarithm of the number of outcomes N . Indeed, as the number of

outcomes N grows, the bound grows on the order of log(N), even for a constant

large agreement probability η.

In order to adapt Fano’s inequality for continuous variables, we must be able

to make sense of random variables with an infinite number of outcomes. However,

as N → ∞, the bound in Fano’s inequality ceases to be useful, as we already

know that H(X|Y ) is finite. Without addressing this problem, we cannot witness

EPR-steering in continuous-variable systems, without being subject to significant

sampling loopholes.

The way we address this problem, as seen in [83], is as follows. Note that

although we only consider one position dimension here for simplicity, these argu-

ments also hold for multiple dimensions. First, we consider a pair of continuous

random variables xA and xB, discretized into windows of size ∆xA and ∆xB,

respectively. These discretized random variables XA and XB may have a (count-
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ably) infinite number of possible outcomes. If we were to try to bound H(XA|XB)

using Fano’s inequality, the bound would cease to be useful. However, if we con-

sider an additional random variable W , that subdivides the outcomes of XA and

XB into N̄ -pixel “windows” (see diagram), we can find a useful upper bound to

H(XA|XB).

In particular, we defineW to be a random variable with outcomes {0, 1, 2, 3, ...}.

We consider “W = 0” to be the event that the outcomes of XA and XB are both

within the N̄ -pixel range of the experiment. When W 6= 0, we have that XA

and XB are not both within the N̄ -pixel range of the experiment, but are within

other N̄ -pixel ranges (see diagram). If we consider our prior derivation of Fano’s

W=0 W=1

W=2W=3W=4

W=5

W=6 W=7 W=8 W=9

W=10

W=11

W=12W=13W=14W=15W=16
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W=20 W=21 W=22 W=23 W=24
XA

XB

N

∆xB

∆xA

N

Figure 4.4: Diagram of the discretized joint probability distribution P (XA, XB). Beyond the

quantization into pixels of widths ∆xA and ∆xB , we cut up the space also into windows of N̄

pixels to a side. Different windows correspond to different values of W , though we define W = 0

to be the event that XA and XB are within their N̄ -pixel detection ranges.

inequality, we can arrive at a similar step for H(XA|XB), though now we have an

additional term dependent on W , and we also have that the conditional entropy

also depends on W , i.e.:

H(XA|XB) ≤ H(W ) +H(G) +H(XA|G,W,XB) (4.19)
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Next, we can break up H(XA|G,W,XB) according to the outcomes of G, and

simplify as before:

H(XA|G,W,XB) = P (G = 0)H(XA|G = 0,W,XB) (4.20)

In addition, we break up H(XA|G = 0,W,XB) according to the outcomes of W :

H(XA|G,W,XB) = P (G = 0)
∞∑
i=0

P (W = i)H(XA|G = 0,W = i,XB) (4.21)

Furthermore, since each outcome of W narrows down XA and XB to be within

N̄ -pixel domains (excluding the case that XA = XB), we know that H(XA|G =

0,W = i,XB) has an upper limit of log(N̄ −1). Putting this all together, we find:

H(XA|XB) ≤ H(W ) +H(G) + P (G = 0) log(N̄ − 1). (4.22)

If 100% of the probability is within the experimental range W = 0, then H(W ) =

0, and (4.22) reduces to the original Fano inequality (4.17).

In order to finish our adaptation of Fano’s inequality for continuous variables,

we must deal with the matter that H(W ) has no upper bound. With an infinite

number of possible outcomes, H(W ) can be arbitrarily large. However, if we

include an additional very broad assumption, that W has a finite expectation

value, we can get a rather tight upper bound. Since W has values {0, 1, 2, 3, ...},

the maximum entropy probability distribution for W given that it has a finite

expectation value is the entropy of the geometric distribution. Second, since the

entropy of the geometric distribution is a function only of its maximum probability

(and a monotonically decreasing one at that), we can place an upper limit on

H(W ) just using P (W = 0). For later simplicity, we define the domain probability

µx = P (W = 0) to be the probability that XA and XB are both within the

experimental N̄ -pixel range. With this in mind, we have that:

H(W ) ≤ h2(µx)

µx
. (4.23)
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To finish this argument, we note that even though µx may not be the largest

probability among all the outcomes of W , the entropy of a geometric distribution

where µx is the maximum probability is larger than the entropy of a geometric

distribution with a larger maximum probability.

As one additional complication, measuring the agreement probability (P (G =

1) = ηx) requires being able to normalize the probabilities obtained within the

experiment by the total number of trials, which cannot be known if the outcome is

undetectable. However, we can even deal with this by breaking up the agreement

probability P (G = 1) into two terms;

P (G = 1) = P (G = 1|W = 0)P (W = 0) + P (G = 1|W 6= 0)P (W 6= 0). (4.24)

Here, we define the measured agreement probability η̄x as P (G = 1|W = 0). From

this, we know that:

ηx ≥ η̄xµx. (4.25)

When η̄xµx ≥ 1/2, we can just substitute η̄xµx for ηx, and finally arrive at a

Fano inequality useful when using random variables with an infinite number of

outcomes:

H(XA|XB) ≤ h2(µx)

µx
+ h2(η̄xµx) + (1− η̄xµx) log(N̄ − 1). (4.26)

To obtain a Fano inequality that can bound continuous conditional entropies,

we use our earlier relation between discrete and continuous conditional entropies

(4.6), and obtain:

h(xA|xB) ≤ log(∆xA) +
h2(µx)

µx
+ h2(η̄xµx) + (1− η̄xµx) log(N̄ − 1). (4.27)

To recap, the assumptions going into our continuous-variable Fano inequality,

beyond what went into the original Fano inequality are that xA and xB have

finite expectation values, and that η̄xµx ≥ 1/2. We can do away with this second

assumption by substituting h2(η̄xµx) with its maximum value of unity, but this
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would result in a looser (though perhaps still useful) bound. In addition, to use

this Fano inequality for higher-dimensional continuous random variables, we need

only consider that µx be the probability of both ~xA and ~xB being within the N̄ -

pixel area or volume detectable by the experiment, and that η̄x is the probability

that ~XA = ~XB given that they are both within that detectable area.

4.2.3 Improving Position-Momentum EPR-Steering with

the Continuous-Variable Fano Inequality

With our continuous-variable Fano inequality (4.27), we can bound the continuous

conditional entropies in Walborn et al.’s steering inequality (4.7), and demonstrate

position-momentum entanglement and EPR-steering as a result. Considering the

work that went into developing the continuous-variable Fano inequality, it is im-

portant to understand exactly what advantages demonstrating EPR-steering this

way has over conventional methods.

The advantages of our Fano inequality stem from the relative ease of char-

acterizing the bound, rather than the conditional entropy itself. The bound is a

function of two probabilities, η̄x and µx, and experimentally determined resolution

N̄ and pixel size ∆x. Indeed, it takes substantially fewer resources to measure

where one expects to see correlations in order to get a value for η̄x. Though η̄x

is technically determined by the entire joint probability distribution (since it is

a maximum over all permutations of outcomes), one only needs to determine a

sufficiently large value of η̄x, as any sum over correlated outcomes gives a lower

limit to η̄x, and underestimating η̄x only gives a bound larger than what the true

bound would be (so long as η̄xµx ≥ 1/2). In addition, estimating the domain

probability µx can be done by fitting, and comparing the probability of xA and

xB within the experimental range to unity within that fitting distribution. Fur-

thermore, underestimating the domain probability also results in a bound larger
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than it would be otherwise (again, so long as η̄xµx ≥ 1/2).

In order to show that our Fano inequality is sufficiently sensitive for practical

use, we used it to demonstrate position-momentum EPR-steering in photon pairs

generated by SPDC. The experimental setup we used is similar to the one in

Fig. 4.1, though it has minor differences, since the data was taken for a separate

experiment in our group whose results are being written up at the present time. In

particular, we measured η̄x, η̄k, and estimated µx and µk by fitting. If these four

probabilities are known to be sufficiently large, then the conditional entropies in

Walborn et al.’s inequality (4.7) will be known to be sufficiently small to produce

a violation, demonstrating entanglement and EPR-steering.

In our experiments, we performed measurements at a resolution where N̄ = 256

(or 16 × 16), and found a maximum position agreement probability η̄x of 69.4%,

and a maximum momentum agreement probability of 75.1% (see Fig. 4.5). In

addition, we estimated a minimum position domain probability µx of 99.7%, and

a minimum momentum domain probability µk of 95.2% for momentum by fitting

Gaussians to the empirical probability distributions.

The second major advantage of using our Fano inequality to demonstrate steer-

ing is that we can use good correlations (i.e., high agreement probabilities) to

demonstrate EPR-steering for a whole range of possible domain probabilities. In

this way, we can be assured that even if we do not know what the domain probabil-

ities µx and µk are to a high precision, we can understand that if they are above

a certain range of values, we may still claim to demonstrate EPR-steering. In

Fig. 4.5, we plotted the violation of Walborn et al.’s steering inequality using our

Fano inequality. The threshold for demonstrating EPR-steering is determined by

the domain probabilities, and the threshold gets harder to violate as the domain

probabilities get smaller.

If we could assume that 100% of the probability is within the N̄ pixel domains

we detected (i.e., that µx = µk = 1), then the threshold coming from those domain
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Figure 4.5: Contour plot of the violation of Walborn et al.’s steering inequality via our new

Fano inequality as a function of the measured position and momentum agreement probabilities

η̄x and η̄k. The sub-contours on either side of the central contours in each band give values five

standard deviations in the bound above and below the threshold for EPR-steering. Each band

gives the threshold for EPR-steering for the domain probabilities based on different assumptions

(as seen in the plot).

probabilities is given by the red band in Fig. 4.5. With that rather restrictive

assumption, we do demonstrate EPR-steering, just as we did before when we

directly measured the conditional entropies. However, with our relatively large

agreement probabilities, there is a significant range of domain probabilities where

the measurements will still demonstrate steering.

Considering that these domain probabilities can be interpreted as the proba-

bility of joint detection, there are other factors that affect their values than the

wings of the probability distributions hanging outside the range of the experi-

ment. Indeed, the DMD arrays we use to measure the position correlations have

fill factors of about 92% (i.e., that only 92% of the surface of the DMD arrays were

reflecting light; the rest of the space being gaps between mirrors). To measure

the momentum correlations, we used spatial light modulators (SLMs), which had
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effectively a fill factor of 100%. The SLMs serve the same purpose as the DMD

arrays; their inclusion was to mitigate losses due to the ≈ 30% reflectivity of the

DMD arrays. The SLMs were included as a part of another experiment, where

we (successfully) attempted to simultaneously measure the position and momen-

tum correlations of downconverted light with a single set of partially projective

measurements (see Ch. 5 for a description of partial projective measurements).

By accommodating the domain probabilities from Gaussian fitting, the thresh-

old for demonstrating EPR-steering (as seen in Fig. 4.5) moves from the inner (red)

band, to the middle (green) band. By accommodating both a finite detection range

and the position and momentum fill factors into our domain probabilities, we move

further away toward the outermost (blue) band. Even in this case, our agreement

probabilities are still large enough to successfully demonstrate EPR-steering and

entanglement in the position-momentum degree of freedom.

4.2.4 The Continuous-Variable Fano Inequality in Quan-

tum Cryptography

Demonstrating position-momentum EPR-steering using our continuous-variable

Fano inequality is useful because it allows us to successfully demonstrate EPR-

steering with many fewer measurements 2, and it allows us to credibly demonstrate

EPR-steering with sufficiently good data in spite of not having access to the

entire joint probability distribution. Though we have improved how one might

demonstrate position momentum EPR-steering, there is a useful application to

doing so as well.

2While it takes of the order N̄2 measurements to determine the position and momentum

probabilities (and therefore the conditional entropies) within the experiment, it takes only of

the order N̄ measurements to get a lower bound on the agreement probability through measuring

where one expects to see correlations.
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In entanglement-based quantum key distribution (QKD) [87], two parties, Al-

ice and Bob, use measurements on pairs of separate, entangled particles in order

to generate a secret key (i.e., two identical strings of random bits) known only

to them. As an example, one way to do this in position and momentum (in one

dimension for simplicity) would be as follows. First, Alice generates entangled

pairs of photons AB, and sends each B to Bob. Next, Alice and Bob measure

their photons in independently random measurement bases (either position of

momentum) up to a pre-determined resolution. After the measurements are fin-

ished, Alice communicates to Bob her measurement bases, and they discard any

measurements where they did not both measure in the same basis. The series

of measurement outcomes Alice and Bob share is correlated. Indeed, the mutual

information H(XA : XB) characterizes the correlations between their outcomes

when they both measure in position, and H(KA : KB) characterizes the same

correlations for momentum. Alice and Bob then have two correlated (but not

perfectly) raw keys defined by their measurement outcomes.

If a third party, say Eve, were gathering information about their measurement

correlations by intercepting B en route to Bob, and either measuring or coupling

it to some other system she could measure later (say, once Alice and Bob com-

municate their measurement bases), then Eve could have a string of measurement

outcomes correlated to both Alice’s and Bob’s outcomes. However, if Alice and

Bob’s measurement correlations are strong enough to violate an entropic EPR-

steering inequality, they can guarantee that their measurement correlations are

larger than any measurement correlations Eve could have with either of them.

This is due in part to the monogamy of entanglement [88] and of EPR-steering

[89]. More importantly, if Alice and Bob’s measurement correlations are larger

than Eve’s correlations with either Alice or Bob, then Alice and Bob can create a

secret key from their raw keys at a rate equal to the difference.

To understand how this monogamy works, we note that Alice, Bob’s and Eve’s
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measurement correlations are limited by the complementary information tradeoffs

[90]:

H(XA|XB) +H(KA|KE) ≥ log

(
πe

∆xA∆kA

)
(4.28)

H(XA|XE) +H(KA|KB) ≥ log

(
πe

∆xA∆kA

)
(4.29)

These tradeoffs can be derived from the information exclusion relation (see Sec. 1.4.2):

H(XA|θ) +H(KA|θ) ≥ log

(
πe

∆xA∆kA

)
, (4.30)

where we let the measurement variable θ refer to the pair of variables XB and KE,

or the pair XE and KB. Since removing a conditioning variable never reduces the

entropy, removing one of the pair from each entropy in the exclusion relation gives

us the preceding complementary information tradeoffs.

By adding the complementary information tradeoffs (4.28) and (4.29) together,

and rearranging the terms, we can get the following relation:(
H(XA|XB) +H(KA|KB)− log

(
πe

∆xA∆kA

))
+

+

(
H(XA|XE) +H(KA|KE)− log

(
πe

∆xA∆kA

))
≥ 0 (4.31)

This relation is essentially the sum of two position-momentum EPR-steering in-

equalities. If the total of the first group of terms in parentheses is negative, then

the correlations Alice and Bob share exhibit EPR-steering. On the other hand,

if the total of the second group of terms in parentheses is negative, then the cor-

relations between Alice’s and Eve’s measurements exhibit EPR-steering. What is

remarkable about this inequality, is that if Alice and Bob’s measurements violate

their entropic steering inequality by R bits, then we know without having to con-

sult Eve, that her measurements fail to violate an entropic steering inequality by

at least that same amount.

To get a secure key rate, we may use the standard formula for three random

variables (i.e., the wiretap channel [32, 91]). If XA, XB, and XE are described
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by a joint probability distribution P (XA, XB, XE) (and it is), then in the limit of

long key strings, Alice and Bob may communicate secretly at a rate of R bits per

channel use, where:

R ≥ H(XA : XB)−H(XA : XE) = H(XA|XE)−H(XA|XB). (4.32)

Combining this asymptotic secret key rate formula with the complementary in-

formation tradeoff (4.29), we find the rate formula:

R ≥ log

(
πe

∆xA∆kA

)
−H(XA|XB)−H(KA|KB). (4.33)

Thus, if Alice and Bob can violate an entropic steering inequality by R bits,

they can be assured, at least in the asymptotic limit, that they can communicate

secretly at a rate of at least R bits per pair.

What makes our continuous-variable Fano inequality relevant to quantum

cryptography is that it allows us to verify a violation of an EPR-steering in-

equality in spite of having incomplete access to the joint probability distribution.

If Alice and Bob can only measure X and K within certain ranges, we can take

the pessimistic viewpoint that Eve has access to every piece of information about

Alice and Bob’s measurement outcomes that Alice and Bob cannot access exper-

imentally. If we can successfully demonstrate EPR-steering with our continuous-

variable Fano inequality, we can show that Alice and Bob’s correlations do violate

the entropic steering inequality by at least the amount given by using our Fano

inequality, guaranteeing a secure key rate even assuming all lost counts are in

Eve’s possession.
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5 Partially Projective

Measurements, and Their

Effects on the Statistics of

Complementary Observables

In this chapter, we discuss our research into the recent phenomenon of partially

projective measurements. In particular, while a standard strong measurement in

position projects the quantum state to be within a very narrow band of eigenval-

ues, a partially projective measurement in position instead projects the quantum

state to be within a large randomly selected space of eigenvalues. Here, we dis-

cuss the nature of these partial projective measurements in position, and show

that their effect on the momentum statistics of a quantum system is fundamen-

tally different from a standard strong measurement. The research in this chapter

constitutes my contributions to Howland et al.’s paper [92].
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Figure 5.1: Depiction of 2− f optical setup with transverse position and momentum planes.

5.1 Strong Projective Measurements and the Un-

certainty Principle

Consider the following. Let us have an optic axis defined by coordinate z, and

a beam of light traveling along this optic axis with transverse coordinates (x, y),

whose origin intersects the optic axis. What we want to do is to measure both

the transverse position and transverse momentum statistics of the light in that

plane as precisely as possible. The uncertainly principle places a fundamental

limit on how well we may do this. In order to measure the transverse position

statistics of a beam of light (one photon at a time) in some plane (say, z = z0)

perpendicular to the optic axis, one needs to measure the relative intensity of

light as a function of transverse position. To measure the transverse momentum

statistics of the light at z = z0, one can use a Fourier transforming lens (of focal

length f at transverse plane z = z0 + f), and image the Fourier transform of the

transverse position amplitude (i.e., the transverse momentum amplitude) onto a

spatially resolving photodetector in the Fourier plane z = z0+2f . Technical issues

aside, the position measurement process amounts to counting the flux of photons

incident on different squares on a fine grid laid out at z = z0. By normalizing

with the total flux on the grid, one can get an estimate of the transverse position
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probability distribution at z = z0 (see Fig. 5.1).

To measure the intensity of light passing through a single pixel at z = z0, one

can either place a spatially resolving photodetector at the plane z = z0, or one

can place a pinhole in that plane so that the opening is centered on that pixel. In

either case, measuring the light passing through that pixel amounts to excluding,

filtering, or projecting out all other transverse positions.

These position measurements, in which the outcome is narrowed down to a very

narrow band of values are called strong projective measurements. By performing

one of a series of strong projective measurement in position, the state after the

measurement is localized (i.e., projected) to one of a number of small position

eigenvalue ranges. In the ideal picture of quantum measurement, a strong projec-

tive measurement of an observable narrows down the statistics of that observable

completely to a single eigenvalue. Since in that sense a true strong measurement

of position is not realizable, we consider the limiting case of tight localization

instead.

If we wish to measure both the transverse position and momentum statistics

of the light at z = z0 (using only one experimental setup), we can scan a pinhole

in the plane z = z0 while having a spatially resolving detector in the Fourier plane

z = 2f . However, we are only detecting the light that has passed through the

pinhole. Though we narrow down the possible transverse positions to a narrow

band as a result of the pinhole, the uncertainty principle informs us that such

a measurement cannot also give us significant information about the transverse

momentum statistics at z = z0.

As mentioned in Ch.1, the uncertainty principle can be understood in two

contexts: that of localization, and that of information. In terms of localization,

the Heisenberg uncertainty relation readily expresses the fundamental limits of
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strong projective measurements in position or momentum:

σxσk ≥
1

2
. (5.1)

Where the standard deviation σx is a measure of how tightly the position statis-

tics are clustered about a central point, we understand that the more a position

measurement localizes the position statistics, the more the momentum statistics

must be spread out as a result. Strongly measuring the position statistics at

high resolution limits the resolution at which we can also measure the momentum

statistics. In particular, the effect of a strong projective position measurement is

to blur the momentum distribution;

To understand how this blurring works, we consider the following. Let ψ(x, y)

represent the position transverse amplitude function of the light in the plane

z = z0. Let h(x, y) be a filter (or aperture) function (i.e., zero everywhere except at

the positions defining the pinhole, and unity otherwise). As a result of this pinhole,

the subsequent transverse amplitude function ψ̄(x, y) (neglecting normalization)

is equal to the product of the unperturbed transverse amplitude and the filter

function: (i.e., ψ̄(x, y) = h(x, y)ψ(x, y)). Thus the filter functions are unity in

regions where light is transmitted, and zero where light is not transmitted. In

momentum space, the perturbed momentum transverse amplitude ψ̄(kx, ky) is the

convolution of the Fourier transform of the filter function h(kx, ky), and the Fourier

transform of the position transverse amplitude function (i.e., the unperturbed

momentum amplitude function) ψ(kx, ky) [93]. In other words, the effect of a

pinhole on the transverse momentum amplitude is expressed as the convolution

of the unperturbed momentum amplitude and the Fourier transform of the filter

function;

ψ̄(kx, ky) = N h(kx, ky) ∗ ψ(kx, ky), (5.2)

where N is some normalization constant, and (∗) denotes convolution. The filter

function h(x, y) is a narrow function in position space. Its Fourier transform
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h(kx, ky) is therefore a broad function in momentum space. Since the convolution

of a pair of functions is a measure of their overlap as one function is translated

relative to the second, convolving ψ(kx, ky) with a broad function in momentum

space results in a blurring; each point (kx, ky) is in a sense a windowed average of

ψ(kx, ky) over a wide range of neighboring points 1. The fine details of ψ(kx, ky)

are smeared out, since the effect of the narrow pinhole is to effectively block out

all quickly varying components of ψ(kx, ky) (i.e., as a conjugate low-pass filter).

See Fig. 5.2 for an example of this blurring.

Distorted from pinhole

Distorted from random pattern

Pinhole

Random pattern

Original image

Average over random patterns

Average over pinholes

Figure 5.2: A photograph of a gyroscope distorted by filtering its discrete Fourier transform

either with a single pinhole, or with a random binary pattern. The single pinhole centered

at the origin acts as a low-pass filter, blurring all the fine structure in the image, while the

random pattern (normalized for viewing) samples a wide variety of spatial frequencies randomly,

preserving much of the original structure of the image. Averaging the distorted images over all

pinhole positions gives some improvement, but there is still a fundamental resolution limit. On

the other hand, averaging over multiple random patterns gives a nearly perfect copy of the

original image.

1Indeed, if we convolve a rectangular function Π(kx, ky) with ψ(kx, ky), the result is a function

where its value at every point (kx, ky) is precisely (constant factors aside) the mean of ψ(kx, ky)

over the range of values defined by the rectangular function centered at (kx, ky).
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5.2 Partial Projective Measurements

While strong projective measurements in position are straightforward to imple-

ment, we have seen that if one wants to strongly measure both the position and

momentum statistics of a quantum system, there is an immutable tradeoff in res-

olution. One is tempted to consider this tradeoff fundamental, as Heisenberg’s

uncertainty relation (5.1) supports this intuition. However, there are other mea-

surement strategies known as partially projective measurements that avoid this

tradeoff in favor of another.

As discussed in Ch.1, there is a more general notion of uncertainty beyond

localization. For any measurement strategy whose outcomes are given by the

random variable(s) θ, the entropic uncertainty relation applies:

h(x|θ) + h(k|θ) ≥ log(πe). (5.3)

No matter one’s measurement strategy θ, the remaining position and momentum

uncertainty is bounded below by the same limit. This entropic uncertainty rela-

tion can be understood as an information-based uncertainty relation (as opposed

to localization-based). What this also implies is that the more information a mea-

surement strategy obtains about position (lowering h(x|θ)), the less it can also

obtain about momentum. However, this leaves open the possibility that a mea-

surement obtaining a small amount of position information may yet also obtain a

large amount of momentum information.

While a single strong projective measurement of the position of a particle

examines whether or not the particle is within a particular narrow band of posi-

tion eigenvalues, a random partially projective measurement of position examines

whether or not the particle is in one of a very large number of random (narrow)

bands of position eigenvalues. Just as a series of strong position projective mea-

surements (i.e., scanning the pinhole) allows one to obtain the position statistics
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of a quantum system, a series of random partial position projective measurements

also allows one (with some effort) to obtain the same statistics.

Recall our example of a beam of light. A single strong position measurement is

carried out by setting all pixels in our filter function to zero except for the position

we wish to measure, and recording the flux that passes through. A single random

partially projective position measurement is carried out by randomly setting each

pixel of our filter function h(x, y) to be zero or unity. Roughly half of the light

passes through the random pinhole filter (also referred to as a random pattern).

However, the amount of light that passes through is proportional to how well the

filter function overlaps with the transverse position amplitude. With a series of

position projective measurements, implemented by an ensemble of random filter

functions hi(x, y), where i is an index running over the different random patterns,

one can accurately obtain the transverse position statistics.

To see how one can do this, we can consider the following. Let ~w be an

M -dimensional vector, whose components are the intensities of the light passing

through each (of M) random patterns. Let ~v be an N -dimensional vector whose

components are the mean intensities of light incident on each pixel (so that the

total number of pixels is N), giving the transverse position probability distribu-

tion (note: for simplicity, the vector would be reshaped to be a single column.).

Then, the measurement vector, ~w, is related to the signal vector ~v, by the matrix

equation:

~w = A~v + ~Φ. (5.4)

Here, each row of the M ×N matrix A is a sequence of random zeroes and ones

corresponding to the respective transmitting and blocking pixels of a particular

random pattern, and ~Φ is a random M -dimensional vector accounting for the

random variation of the intensity of the detected light. With a sufficiently large

number of random patterns (i.e., for M > N) [94], one can reconstruct ~v from

~w by inverting A. Indeed, one can even come up with a simple noisy estimate
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of ~v by taking the weighted average of the random patterns with weightings pro-

portional to the transmitted intensities ~w. In the limit as the number of random

patterns M becomes large (i.e., as M � N), this noisy estimate approaches ~v

exactly. However, both of these strategies become cumbersome for high-resolution

measurements either because of the sheer number of random patterns required or

because of the difficulty of inverting high-dimensional random matrices. Fortu-

nately, such signal reconstructions can be carried out efficiently (i.e., with M < N)

using compressive sensing techniques by essentially treating these random partial

projective measurements in position as an implementation of a single-pixel camera

[95].

Though the details of compressive sensing are beyond the scope of this the-

sis, it is useful to cover the basic idea behind how it works. Equation (5.4) is

an under-determined system with M equations and N unknowns; there are an

infinite number of possible signals ~v that could correspond to our measurement

vector ~w. However, if we know that the signal ~v is sparse in some basis (i.e.,

has a low number of significant or nonzero elements), and if the random sensing

matrix is a restricted isometry [96] for all sparse vectors ~v, then ~v is uniquely

determined from A and ~w. In practice, ~v may be found as a solution of a variety

of optimization problems. Random binary sensing matrices satisfy this property

with overwhelming probability when M is larger than approximately s log(N/s),

where s is the sparsity 2 of ~v.

2A vector ~v is S-sparse in a given basis {B} if it has S or fewer nonzero components when

expressed in that basis. A signal represented by vector ~v may be approximately S-sparse in {B}

if it has S or fewer significant components in that basis.
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5.2.1 The Effect of Partial Projective Measurements of

Position on Transverse Momentum Statistics

Previously, we showed how it is possible to obtain the transverse position statistics

of light passing through the plane z = z0 (recall Fig. 5.1) either by raster-scanning

a pinhole (strong projections), or through a series of random patterns (partial

projections). Knowing this, it is important to understand what the effect of

these random partial projective measurements in position has on the transverse

momentum amplitude, and how it differs from the blurring effect of strong position

projections.

Just as with the strong measurement, the effect of each random filter function

hi(x, y) on the transverse momentum amplitude is expressed as a convolution:

ψ̄(kx, ky) = N hi(kx, ky) ∗ ψ(kx, ky), (5.5)

Unlike our strong position measurement, hi(x, y) is a sum of many pinhole filter

functions placed at random locations:

hi(x, y) =
∑
`,m

a
(i)
`,m

l

∆x,∆y

(x− g`, y − gm). (5.6)

Here we consider Π∆x,∆y(x, y) to be a top-hat function (with top equal to unity)

centered at (x, y) = (0, 0) with widths ∆x = ∆y = g. The random filter function

hi(x, y) is then a square lattice of pixels, whose values are given by a
(i)
`,m, which is

zero or unity with equal probability.

In order to get hi(kx, ky) so that we can examine its convolution with ψ(kx, ky),

and therefore its effect on it, we take the Fourier transform of our random filter

function, which is just the sum of the transforms of the translated top-hats:

hi(kx, ky) =
∆x∆y

2π
sinc

(∆xkx
2

)
sinc

(∆yky
2

)∑
`,m

a
(i)
`,me

−i(kxg`+kygm), (5.7)

Here we see that as a result, we get the Fourier transform of a single top hat

multiplied by the sum of translation exponentials (as seen in the shift theorem
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[93]). In addition, this model of the random filter function also allows us a direct

comparison between partial and strong projective measurements.

The random filter function (5.7) is characterized by two terms: a Sinc-based

envelope function we shall denote as Env(kx, ky), and a weighted sum of complex

exponentials. If we were performing a strong position measurement with a sin-

gle pinhole, all elements a
(i)
`,m would be zero except for one corresponding to the

position of the pinhole. In this case, the effect of a such a strong position measure-

ment is a convolution with the broad shallow sinc-based envelope function and

the exponential due to the shift, amounting to a blurring as expected. However,

the sum of multiple random complex exponentials has an unusual effect on the

transverse momentum amplitude ψ(kx, ky) as we shall see.

To understand the behavior of the exponential sum in (5.7), we make the

following assumptions. First, we assume the number of pixels N is large enough,

so that nearly half of them will be zero (and the other half unity) for any given

random pattern. Because of this, we can say that for (kx, ky) = (0, 0), there are

N/2 phasors adding constructively, so that hi(0, 0) ≈ N∆x∆y

4π
. Second, we assume

that for (kx, ky) 6= (0, 0), the sum of exponentials can be modeled as a sum of

N/2 uniformly distributed random phasors (of unit length). This means that the

exponential sum is considered to be a random walk in the complex plane of unit

step size, arbitrary direction, and N/2 steps. This random-phasor approximation

is limited in that the phases are not each independent and identically distributed;

there is a finite pool of N phasors to choose from for any point. However, we will

see that this approximation gives us a conservative estimate of the disturbance to

ψ(kx, ky); a more accurate treatment would result in a smaller disturbance.

The Central Limit Theorem tells us that the net displacement of a random

walk is Gaussian distributed (see Fig. 5.3 for an example). This allows us to model

our random filter function hi(kx, ky) as a weighted sum of two functions. One is a

very narrow sinc function of unit height that we may approximate as the ratio of



95

30 20 10 10 20 30Re

30

20

10

10

20

30
Im

1.5 1.0 0.5 0.5 1.0 1.5Re

1.5

1.0

0.5

0.5

1.0

1.5
Im

--

-

-

(a) (b)

30 20 10 10 20 30Re

30

20

10

10

20

30
Im(c)

Figure 5.3: (a) A depiction of 100 randomly drawn phasors. (b) A depiction of the sum of 100

randomly drawn phasors. This represents a random walk of unit step size on the complex plane

with 100 steps. The orange circle gives the the radius of one standard deviation for a random

walk with 100 steps. (c) Scatterplot of 10,000 random walks of 100 steps each. The density of

points approaches a Gaussian.

a Dirac delta function δ(kx, ky), and the area A of our grid of pixels 3, while the

second is a random function φi(kx, ky) for every other value of kx and ky so that:

hi(kx, ky) = Env(kx, ky)

(
α
δ(kx, ky)

A
+ βφi(kx, ky)

)
, (5.8)

where again

Env(kx, ky) ≡
∆x∆y

2π
sinc

(∆xkx
2

)
sinc

(∆yky
2

)
, (5.9)

and

α =
N

2
: β =

√
N

2
. (5.10)

3If one supposes a random pixel array of infinite extent, then the Fourier transform of that

random filter function would be the sum of a Dirac delta function and an insignificantly small

Gaussian random noise floor. A random pixel array of finite extent is expressible as the product

of an infinite random array with a pinhole of finite extent. In momentum space, the random

filter function is the convolution of the transformed infinite array, with the narrow sinc function

corresponding to the broad pinhole. The narrow sinc function of unit height has an area sur-

rounding the origin (kx, ky) = (0, 0) of approximately 1/A, where all of the exponentials in the

sum (5.7) will interfere constructively. In the limit where the area A of our grid in position space

is large enough to cover the significant elements of the transverse position amplitude ψ(x, y),

ψ(kx, ky) will be slowly varying enough that we may use our delta function approximation.
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Here, α and β are weightings, and φi(kx, ky) is a function, where for each value

of (kx, ky), the function takes a random complex value distributed according to

a Gaussian centered at the origin of the complex plane with real and imaginary

variances set equal to unity.

In order to find values for the weightings α and β, we consider what the mean

and mean-square values of hi(kx, ky) when averaging over many random patterns.

The mean value of hi(kx, ky) when averaging over many patterns (indexed by i) is

a function that is zero where (kx, ky) 6= (0, 0), and N∆x∆y

4π
where (kx, ky) = (0, 0).

From this, we can infer that α = N/2. When averaging the magnitude squares

of hi(kx, ky) over many random patterns, we find that for (kx, ky) 6= (0, 0) we

get N/2 times the square of the envelope function. From this, we can infer that

β =
√
N/2.

With our model for hi(kx, ky) established, we find there is a significant dif-

ference between h(kx, ky) for a single pinhole, and hi(kx, ky) for a random set of

pinholes. In particular, for a single pinhole, the qualitative behavior of the filter

function is dominated by the sinc-based envelope Env(kx, ky). When we instead

use a random array of pinholes, the random filter function is a product of the en-

velope function, and a sharply peaked function with a random shallow noise floor.

The consequence of this is that while h(kx, ky) for a single pinhole gets broader as

the pinhole size gets smaller (and N gets larger to cover the same space), hi(kx, ky)

for a random array of pinholes remains sharply peaked (see Fig. 5.4 for example).

As mentioned previously, the effect of a filter function on the transverse mo-

mentum amplitude is expressed as the convolution (5.5) of the filter function in

momentum space, and the unperturbed momentum amplitude. When hi(kx, ky)

is a narrow function, its effect on ψ(kx, ky) will not be a blurring, but rather

a modulation with a noise floor. With our model of the random filter function

(5.8), we can directly calculate its effect of the transverse momentum intensity
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Figure 5.4: (a) Plot of the square root of the amplitudes of the discrete Fourier transform of a

random 64 × 64 binary pattern, normalized so that the maximum amplitude is unity. (b) Plot

of the amplitudes of the same Fourier transform in descending order. As one can see, most of

the components are of the order
√

2/N of the peak intensity (i.e, below the threshold defined

by the shading).

distribution, as given by |ψ(kx, ky)|2.

|ψ̄(kx, ky)|2 =

∣∣∣∣ψ(kx, ky) ∗ Env(kx, ky)

(
N

2A
δ(kx, ky) +

√
N

2
φi(kx, ky)

)∣∣∣∣2 (5.11)

For simplicity, let us consider the case, where the pinhole size ∆x (and ∆y) is

small enough that Env(kx, ky) can be considered constant over ψ(kx, ky), such as

when ∆x and ∆y are smaller than the reciprocal of the horizontal and vertical

momentum bandwidths 4 in kx and ky. Noting that convolution with a Dirac

delta function does not change the function convolved, we find:

|ψ̄(kx, ky)|2 ≈ N

∣∣∣∣ψ(kx, ky) + A

√
2

N
ψ(kx, ky) ∗ φi(kx, ky)

∣∣∣∣2 (5.12)

where N is some normalization constant (absorbing factors of 2, N , and A). Here

we see for a constant L, the perturbed momentum amplitude ψ̄(kx, ky) is approxi-

mately the unperturbed momentum amplitude ψ(kx, ky) plus a correction function

seeming of the order 1/
√
N .

4The horizontal momentum bandwidth is meant to be read here as range of values kx enclosing

the significant elements of ψ(kx, ky). The vertical momentum bandwidth is the corresponding

range of values of ky.
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In order to understand the relative significance of this correction function,

we need to understand the relative magnitude of ψ(kx, ky) ∗ φi(kx, ky). Where

the convolution can be understood as the area of overlap between ψ(kx, ky) and

φi(kx, ky), it is also of the order of the integral of ψ(kx, ky) over all space, which

is 2π times the position space amplitude ψ(x, y) at the origin. With this, we see

that ψ(kx, ky) ∗ φi(kx, ky) is of the order unity, and does not scale with N .

While a single random partial projective measurement in position may disturb

the momentum distribution with a noise floor, performing a series of partial pro-

jective measurements in position mitigates this disturbance. Indeed, by averaging

the momentum intensity distributions at z = z0 + 2f (see Fig. 5.1) obtained from

each of a series of random patterns, the resulting intensity distribution is much

closer to the unperturbed momentum distribution than a single measurement can

so. To see how this works, we expand our approximation to the perturbed prob-

ability |ψ̄(kx, ky)|2, as a sum of three terms:

|ψ̄(kx, ky)|2 ≈ N

(
|ψ(kx, ky)|2

+ 2A

√
2

N
Re
[
ψ∗(kx, ky)(ψ(kx, ky) ∗ φi(kx, ky))

]
+

2A2

N
|ψ(kx, ky) ∗ φi(kx, ky)|2

)
. (5.13)

If we take |ψ̄(kx, ky)|2 from each of, say M random patterns (indexed by i), add

them together, and divide by M (finding their mean), we find that this mean

value scales not as 1/
√
N , but as 1/N . Where this mean can be calculated as the

mean of each term, we see that the second term vanishes with increasing M ; the

convolution is linear, and the mean of φi(kx, ky) diminishes as M increases. Thus

for large M and N , |ψ̄(kx, ky)|2 is very nearly |ψ(kx, ky)|2, but with an additional

low-level noise floor.
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5.3 Measuring Complementary Correlations with

Partial Projections

In the previous section, we discussed the effect of a random filter function on a

single optical field. We found that while a single pinhole in position substantially

limited our resolution in momentum measurements (and this limitation only grew

worse with smaller pixel size), random arrays of pinholes in position instead had

the effect of adding noise to our momentum measurements, an effect that grows

less prevalent as the number of pixels N grows large. This advantage of random

partial projective measurements is not limited to single optical fields. Indeed,

it has been shown [97] that partial projective measurements offers a similar ad-

vantage when measuring the transverse position and momentum amplitudes of

entangled optical fields as generated by spontaneous parametric down-conversion

(SPDC).

The transverse spatial amplitude of the signal-idler photon pair generated in

SPDC can be represented (in position space) by the wavefunction ψ(x1, y1, x2, y2),

where subscripts 1 and 2 refer to signal and idler fields respectively. To measure

the transverse spatial correlations using partial projective measurements, we could

use an experimental setup similar to Fig. 4.1. We would separate the signal and

idler fields using a 50/50 beamsplitter and post-selecting on coincidence counts.

We place separate random pinhole arrays in the image planes of the nonlinear

crystal (in the signal and idler arms, respectively). Then we place the DMD

(digital micro-mirror device) arrays in the Fourier planes of the nonlinear crystal

to serve as a spatially resolving detector setup.

The effect of random pinhole arrays in position on an entangled pair of optical

fields is much like it is for a single optical field. The pair of filter functions hi(x1, y1)

and hj(x2, y2) acts on the joint transverse amplitude by either transmitting or not
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transmitting the light incident on the pinholes, giving:

ψ̄(x1, y1, x2, y2) = hi(x1, y1)hj(x2, y2)ψ(x1, y1, x2, y2) (5.14)

Just as with a single optical field, the perturbed momentum amplitude is repre-

sented by the convolution:

ψ̄(kx1, ky1, kx2, ky2) =
(
hi(kx1, ky1)hj(kx2, ky2)

)
∗ ψ(kx1, ky1, kx2, ky2) (5.15)

If N is sufficiently large, we may use our model for hi(kx, ky) (5.8) to describe our

random filter functions. For simplicity, we assume that both the signal and idler

filter functions have the same number of pixels N and same total area A. As a

result, we find:

ψ̄(kx1, ky1, kx2, ky2) = N

[
Env(kx1, ky1)Env(kx2, ky2)×

×
(
α2 δ(kx1, ky1, kx2, ky2)

A2
+

+ αβ
δ(kx1, ky1)

A
φj(kx2, ky2) + αβ

δ(kx2, ky2)

A
φi(kx1, ky1)+

+ β2φi(kx1, ky1)φj(kx2, ky2)

)]
∗ ψ(kx1, ky1, kx2, ky2) (5.16)

If we again assume that the pixel size is small enough that our envelope functions

are more or less uniform over the significant elements of ψ(kx1, ky1, kx2, ky2), we

can neglect them in our description of ψ̄(kx1, ky1, kx2, ky2). By noting that the

convolution with a delta function is an identity operation, we can express the

perturbed wavefunction as:

|ψ̄(kx1, ky1, kx2, ky2)|2 = N
[
|ψ(kx1, ky1, kx2, ky2)|2 +

c1√
N

+
c2

N
+

c3

N
√
N

+
c4

N2

]
,

(5.17)

where c1, ..., c4 are functions of (kx1, ky1, kx2ky2) of the order unity. By averaging

|ψ̄(kx1, ky1, kx2, ky2)|2 over more and more random filter functions, the contribu-

tions due to functions c1 and c3 diminish since they are linear in the random

noise function φi(kx, ky), which diminishes under averaging. For large M and N ,
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|ψ̄(kx1, ky1, kx2, ky2)|2 closely resembles |ψ(kx1, ky1, kx2, ky2)|2 with an additional

noise floor. Indeed, using these sorts of measurements, we [97] were also able to

show that the transverse spatial correlations were strong enough to demonstrate

EPR-steering.

5.4 Applications of Partial Projective Measure-

ments

In [92], we used partial projective measurements to obtain both the transverse

position and momentum statistics of a beam of light. Besides being of fundamental

interest (i.e., being able to get the salient information/statistics of complementary

observables without violating the uncertainty principle), random partial projective

measurements have useful applications as well.

To begin, partially projective measurements, combined with optimization via

compressive sensing techniques, allow one to acquire the same joint probability

distributions one would obtain with strong measurements, but with fewer of them.

Indeed, M may be much less than N if the image is sufficiently sparse in a given

basis, since the number of measurements M needed to acquire a signal in compres-

sive sensing depends not on its total dimensionality N , but on its compressibility

(i.e, sparsity).

Second, the efficient acquisition of both the transverse position and momen-

tum intensity distributions will also improve the resources needed to implement

phase retrieval algorithms [98] that would give us information about the complete

transverse spatial amplitudes.
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6 Position-Momentum

Bell-Nonlocality in

Spontaneous Parametric

Down-Conversion

In this chapter, we discuss our strategy for demonstrating the Bell-nonlocality

in the transverse position statistics of entangled photon pairs. In particular, we

show that by sign-binning (i.e., measuring the correlations in the signs of the

transverse positions of the photon pairs), we can demonstrate position-momentum

Bell nonlocality in a manner discussed by Bell [99, 100], even though the ideal-

Double-Gaussian model for correlated photon pairs can never do so. Furthermore,

we discuss why the transverse spatial statistics of photon pairs from degenerate

type-I spontaneous parametric down-conversion (SPDC) may yet demonstrate

Bell nonlocality, and how we might tailor the biphoton wavefunction (to make

such violations easier) through alterations to the χ(2) nonlinear crystal from which

these pairs originate.
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6.1 Bell’s Approach to Continuous-Variable Non-

locality

One of the predictions of quantum mechanics that casts it in starkest relief to

our classical intuitions is the violation of Bell inequalities. Indeed, the violation

of Bell inequalities is synonymous with the ruling out of models of local hidden

variables (LHV), or where correlations between particles can be explained by

causal influences traveling at or below the speed of light 1. Currently, all Bell

inequalities descend in one form or another from the same LHV model [101]. Given

two space-like separated particles A and B, an LHV model for the statistics of

observables x̂A and x̂B exists if and only if the joint probability density ρ(xA, xB)

factors in the following way:

ρ(xA, xB) =

∫
dλ ρ(λ)ρ(xA|λ)ρ(xB|λ). (6.1)

Here, λ is the variable (or variables) encoding the information existing in the

intersection of the past light cones of both A and B (see Fig. 2.1 for diagram).

The principal Bell inequality derived as a consequence of the LHV model (6.1)

is the CHSH inequality [42], for random variables with a bounded set of outcomes.

As shown in Ch. 2, a general form of the CHSH inequality can be expressed as

follows. Let the function f(x) be bounded between −1 and 1. Then, if an LHV

model exists describing ρ(xA, xB), the inequality,

|〈f(xA)f(xB)〉α,β−〈f(xA)f(xB)〉α,β′ |±
(
〈f(xA)f(xB)〉α′,β+〈f(xA)f(xB)〉α′,β′

)
≤ 2,

(6.2)

must hold true, where α and α′ are different measurement settings for xA, and

β and β′ are different measurement settings for xB. Examples of different mea-

surement settings could be orientation about a given axis, time translation, or

1For a more comprehensive summary of local hidden variables and Bell nonlocality, see

Sec. 2.1-2.2
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even arbitrary transformations, such as might be implemented by a spatial light

modulator (SLM).

The CHSH inequality was first used to demonstrate Bell nonlocality in the

polarization of entangled photon pairs [102–104], though later it was also applied

to other observables in two-dimensional subspaces of higher dimensional discrete

observables [105]. It has even been used to demonstrate Bell-nonlocality in the

(continuous) frequency-time degree of freedom through Franson interference [106–

108]. However, demonstrating Bell nonlocality in the position-momentum degrees

of freedom remains a significant challenge.

In 1986 [99], Bell showed how one might use the CHSH inequality to witness

position-momentum Bell nonlocality. In particular, he considered measuring the

signs of the outcomes of position measurements, and using the probabilities of get-

ting positive and non-positive measurement outcomes to test the CHSH inequal-

ity. Currently, we call this technique sign-binning. If the statistics of functions

of continuous variables violate a Bell inequality, then the continuous variables

themselves are Bell nonlocal as well. In this Chapter, we define the function f(x),

where x is a real number such that f(x) = 1 for x ≥ 0, and f(x) = −1 for x < 0.

In his discussion of continuous-variable Bell-nonlocality [100], Bell showed that

if the Wigner functionW (xA, kA, xB, kB) 2 describing the state of a pair of particles

A and B is non-negative, then there is no way that those measurement statistics

[109] can violate a Bell inequality; the Wigner function in this case is a classical

probability distribution over (xA, xB, kA, kB), and can be used as an LHV model

for their measurement outcomes. Indeed where ρ(xA, xB) is expressible as an

integral over the Wigner function, a non-negative Wigner function can always be

2Note: we define the transverse Wigner function such that

W (x1, x2, k1, k2) ≡ 1

(2π)2

∫∫
dq1dq2 e

i(q1x1+q2x2)ψ̃(k1 +
q1
2
, k2 +

q2
2

)ψ̃∗(k1−
q1
2
, k2−

q2
2

). (6.3)
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used as the argument of the integral in the LHV model (6.1), where λ corresponds

to the arguments of the Wigner function.

Following this, Bell considered the case of a wavefunction ψ(BV )(xA, xB) whose

Wigner function was not non-negative:

ψ(BV )(xA, xB) = N((xA − xB)2 − 8σ2
−)e

− (xA+xB)2

8σ2+ e
− (xA−xB)2

8σ2− . (6.4)

This wavefunction is similar to the Double-Gaussian wavefunction (3.17) used to

model the transverse spatial amplitude of photon pairs in spontaneous parametric

down-conversion (SPDC), but with an additional quadratic component in the

position difference. Using this entangled wavefunction (6.4), and time-evolving A

and B independently (i.e., to separate times for A and for B) according to the one-

dimensional free particle Hamiltonian 3, Bell was able to show that this state (in

the limit as σ+ becomes very large) is indeed Bell-nonlocal. The CHSH inequality

that was violated uses the probabilities for positive and non-positive position

outcomes, and the measurement settings corresponded to times of measurement

of xA and xB.

Though Bell’s results on position-momentum nonlocality are very significant,

experimental demonstrations of this phenomenon have been difficult. Although

sufficiently strong correlations across complementary observables imply entangle-

ment (through a demonstration of the Einstein-Podolsky-Rosen (EPR) paradox),

they do not (as yet) imply Bell nonlocality [45].

In the original EPR paper [39], Einstein, Podolsky, and Rosen considered a

pair of particles (we call A and B) in the EPR state: a simultaneous eigenstate

of the position difference x̂A − x̂B and the momentum sum k̂A + k̂B, where

ψEPR(xA, xB)→ Nδ(xA − xB) : ψEPR(kA, kB)→ Nδ(kA + kB). (6.5)

3The 1D free-particle Hamiltonian for a pair of particles A and B is Ĥ = ~2 k̂2
A

2mA
+ ~2 k̂2

B

2mB
,

where mA and mB are the masses of particles A and B, respectively.
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The EPR state is non-normalizeable, but can be considered as a limit of the

Double-Gaussian state:

ψDG(xA, xB) =
1√

2πσ+σ−
e
− (xA+xB)2

8σ2+ e
− (xA−xB)2

8σ2− , (6.6)

as σ− → 0, and σ+ →∞. The Wigner function for the Double-Gaussian state is:

WDG(xA, kA, xB, kB) =
1

π2
e
− (xA+xB)2

4σ2+ e
− (xA−xB)2

4σ2− e
− (kA+kB)2

4( 1
2σ+

)2

e
− (kA−kB)2

4( 1
2σ−

)2

, (6.7)

which in that limit becomes:

WEPR(xA, kA, xB, kB) = N2πδ(xA − xB)δ(kA + kB). (6.8)

In spite of these states having arbitrarily strong position and momentum corre-

lations, their Wigner functions are positive definite. Even though these states

are necessarily highly entangled 4 in transverse position and momentum, no Bell

inequality using statistics of position and momentum can be violated. Using al-

ternate observables, such as parity space observables [110], or pseudo-spin observ-

ables [111] one can in a sense witness Bell nonlocality in the transverse position-

momentum degree of freedom, but the position and momentum statistics them-

selves will not show this if the Wigner function is non-negative.

6.2 Adapting Bell’s approach to Photon Pairs in

SPDC

In order to make Bell’s strategy of demonstrating continuous-variable Bell non-

locality experimentally realizable, we use the remarkable fact that the equation

governing the propagation of a paraxial beam of light (i.e., the paraxial Helmholtz

4The EPR state is very highly entangled since its entropy of entanglement (see Sec. 1.3) is

arbitrarily large.
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equation) and the Schrödinger equation governing the two-dimensional evolution

of a free quantum particle are mathematically identical (up to a change in vari-

ables):

−∂
2A

∂x2
− ∂2A

∂y2
= ikp

∂A

∂z
∼ −∂

2Ψ

∂x2
− ∂2Ψ

∂y2
= i

2m

~
∂Ψ

∂t
. (6.9)

In this way, we see that we may simply test the CHSH inequality (6.2) using

the signs of the transverse position outcomes in one dimension. Instead of using

different measurement times for our measurement settings (α, β, α′, β′), we may

simply use different propagation distances.

In particular, let us consider the following experimental setup (see Fig. 6.1).

We have a laser incident on a χ(2) nonlinear crystal (NLC), which produces entan-

gled photon pairs with transverse statistics described by a biphoton amplitude.

We then image the face of the nonlinear crystal onto pairs of avalanche photo-

diodes (APDs) with a 4-f imaging system. By translating the APDs along the

optic axis, we use coincidence counts to measure the transverse sign correlations

as a function of a variable propagation distance in each arm.

Though it is not difficult to imagine an optical experiment that might witness

position-momentum Bell nonloclaity if the transverse spatial amplitude has the

form of Bell’s wavefunction (6.4), the actual transverse state is reasonably well

approximated by a Double-Gaussian wavefunction (6.6). In spite of being possibly

highly entangled, if the photon pairs are described by (6.6), then they cannot

demonstrate position-momentum Bell nonlocality.

However, more precise calculations of the transverse spatial amplitude show

that the transverse position amplitude of the down-converted photon pair (3.15)

is a good deal different than a double-Gaussian, only really bearing a resemblance

near the central peak (see Fig. 3.2(a)). Indeed, as shown in the Fig. 6.2, the

Wigner function associated to the biphoton amplitude has many regions dipping

below zero, with significant dips in locations similar to where we see them for

Bell’s wavefunction. In that figure, we plotted the portions of the Wigner function
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LASER

NLC Pump Filter

APD
Coincidence 
Counter

+

APD

Translation Stage

Translation Stage

ff f f

Figure 6.1: Here is an idealized diagram of an experimental setup to violate the CHSH in-

equality for position and momentum with sign-binning.

depending on the difference coordinates x− and k− as defined in (3.13). Since the

biphoton wavefunction ψ(xA, xB) expressed in terms of the rotated coordinates

x+ and x− factors as:

ψ(xA, xB) = ψ+(x+)ψ−(x−), (6.10)

the Wigner function factors in a similar way, and we can plot the Wigner functions’

dependence on x− and k− in a straightforward manner.
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- -- -

a.) b.)

Figure 6.2: On the left (a) is a plot of the Wigner function W
(SPDC)
− (x−, k−) obtained from

direct calculations of the biphoton amplitude in SPDC, with axes scaled to see the central

peak. We note that although the biphoton Wigner function can be approximated as a Gaussian,

there are significant regions of negativity. On the right (b) is a plot of Bell’s Wigner function

W
(BV )
− (x−, k−) for σ− chosen to match position moments of the SPDC biphoton state. The

values below the level contours are negative.

6.3 Testing the Bell Nonlocality of Bell’s Trans-

verse Spatial Amplitude

If the transverse position amplitude of the signal/idler photon pair exiting the

nonlinear crystal was described by Bell’s wavefunction ψ(BV )(xA, xB), then we can

show its Bell nonlocality without having to take the limit that σ+ is arbitrarily

large. We started by using parameters σ+ = 1 mm, and σ− = 10 µm, for the initial

biphoton wavefunction at planes zA = zB = 0. We propagated this biphoton field

to different optical planes using paraxial free space propagation assuming the

wavelength of the downconverted light was 650 nm. In particular, if the joint

wavefunction in momentum space at planes zA and zB is ψ(kA, kB; zA, zB), we

have that

ψ(kA, kB; zA, zB) = ψ(kA, kB; 0, 0)e
−i zA

2kp
k2Ae
−i zB

2kp
k2B . (6.11)

Note that here, kp (the pump momentum) is 2π divided by the wavelength of the

downconverted light. In addition, we have neglected constant phase factors, which
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do not affect the transverse probability density. In order to more easily perform the

calculations needed to get the propagated transverse position probability density,

we found it easier to work with the propagated Wigner function. Indeed, paraxial

free space propagation takes the simple form of a shear transformation of the

Wigner function [112]:

W (xA, kA, xB, kB; zA, zB) = W (xA −
2kAzA
kp

, kA, xB −
2kBzB
kp

, kB; 0, 0). (6.12)

By propagating the Wigner function in this way, and integrating over kA and kB

to get the propagated transverse position probability density ρ(xA, xB; zA, zB), we

were able to test the CHSH inequality using sign-binning, where the measurement

settings (α, β, α′, β′) = (zA, zB, z
′
A, z

′
B) are different propagation distances. In

order to get the actual sign correlations used in the CHSH inequality (6.2), we

numerically integrated ρ(xA, xB; zA, zB) over each of the four position quadrants.

In doing so, we found a small, but significant violation: the CHSH sum was 2.00046

with the propagation distances (zA, zB, z
′
A, z

′
B) = (−3,−3, 8, 8) in millimeters (see

Fig. 6.3). The numerical integral converged with eight digits of precision, a small

tolerance for error compared to the violation of 4.6×10−4. Small violations in this

sign-binning strategy are also noted in studies on the Bell nonlocality of the field

quadratures of entangled pairs of photons as measured with homodyne detection

[113–118].

6.4 Experimental Challenges to Position-Momentum

Bell Nonlocality

6.4.1 Experimental Restrictions on Bell’s Wavefunction

Though it is theoretically possible to demonstrate position-momentum Bell nonlo-

cality if the transverse biphoton amplitude resembles Bell’s wavefunction ψBV (xA, xB),
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Figure 6.3: Here is a contour plot of the violation of the CHSH inequality of

ψBV (xA, xB ; zA, zB). The violation is plotted against two propagation distances, which we

call z1 and z2. The set of distances used in the CHSH inequality is then (zA, zB , z
′
A, z

′
B) =

(z1, z1, z2, z2). A negative value indicates a violation of the CHSH inequality.

experimentally realizing this result poses significant difficulties. First, we must

consider the number of coincidence counts needed to resolve a violation of only

four parts in ten thousand. Since the pump laser is a coherent state of light, the

number statistics of the pump photons are Poisson distributed. Since the rate

of down-conversion events is proportional to pump photon flux through the non-

linear crystal, the coincidence counts are to a good approximation also Poisson

distributed. If the mean number of coincidence counts is 104 per second, the stan-

dard deviation in the coincidence counts will be 102 per second, an uncertainty of

one part in 102. If we wish to be able to resolve differences of intensity of one part

in 104, we will need at least 108 coincidence counts for each probability we wish

to measure (16 in total for the four pairs of propagation distances in the CHSH

inequality). We can expect a well-aligned SPDC experimental setup to give us a

detectable flux of approximately 104 coincidence counts per second, requiring on
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the order of 27-36 hours for each joint probability.

By themselves, long integration times are not an unreasonable complication

here. However, the difficulty in aligning such an experimental setup so as to nearly

perfectly center the downconverted light on the pairs of photodetectors in each arm

is not a trivial feat. Following our discovery of a Bell violation for ψBV (xA, xB), we

considered what the effect of displacing one of the photodetectors by a constant

distance would be on our ability to violate the CHSH inequality. As seen in

Fig. 6.4, the CHSH inequality is only violated if the displacement is less than 5

microns, and violated by a value close to the maximum for a displacement less

than 2 microns. With displacements as small as these, it might seem that beam

pointing stability (i.e., the random dynamical fluctuations in the mean direction of

the pump beam) becomes a significant issue. Indeed, the 325nm HeCd laser used

-

-

Figure 6.4: Here is a contour plot of the violation of the CHSH inequality of

ψBV (xA, xB ; zA, zB). The violation is plotted against two different transverse shifts, dxp and

dxm (in millimeters). A negative value indicates a violation of the CHSH inequality.

in previous downconversion setups mentioned in earlier chapters has a pointing
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instability 5 of 2.5 × 10−5 radians. If the distance between the pump laser and

the nonlinear crystal was 10cm, then that corresponds to a transverse position

instability of 2.5µm, on par with our ability to even resolve a violation of the

CHSH inequality. However, since the pointing instability of the pump imparts an

identical shift on both the signal and idler beam profiles, the effect of pointing

stability does not substantially affect our ability to violate the CHSH inequality.

As an example, I have plotted in Fig. 6.4 the violation of the CHSH inequality

as a function of a pair of transverse shifts dxp and dxm in the signal and idler

detector arrays. A shift of dxp is one where the signal and idler beams are both

shifted by the same amount, while a shift of dxm is one where the signal and idler

beams are shifted by opposite amounts. Indeed if dxA is the misalignment in the

signal beam, and dxB is the misalignment in the idler beam, then dxp = dxA+dxB

and dxm = dxA − dxB. Though a difference misalignment dxm of the order a

few microns will compromise our ability to violate the CHSH inequality, a sum

misalignment of the same amount will not. Instead, the sum misalignment must

be over three orders of magnitude larger (a few millimeters) before the CHSH

inequality becomes impossible to violate.

6.4.2 Testing the Bell Nonlocality of Real SPDC Biphoton

Sources

Though the state of downconverted light exiting a nonlinear crystal may yet be

Bell-nonlocal (see Fig. 6.2.a), obtaining theoretical results for that down-converted

state remains an open problem. In order to test the position-momentum Bell non-

locality of actual down-converted photon pairs, we need to consider the possibility

of tailoring the downconverted biphoton state to resemble ψBV (xA, xB).

5The pointing instability of a laser is the standard deviation of the angular position of the

centroid of the beam acquired over multiple time intervals.
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In [119], it is noted that there is a Fourier-transform relationship between the

spatial dependence of the nonlinear susceptibility χ(2), and the phase matching

function (i.e., the component of the biphoton amplitude that depends on the

momentum mismatch ∆k). Indeed, the rectangular shape of the nonlinear crystal

is the chief reason why the biphoton amplitude (3.9) depends on Sinc functions

of each component of the momentum mismatch ∆~k. When the second-order

nonlinear susceptibility depends on z, we find:

Φ(~k1, ~k2) = N

[
1√
2π

∫
dz ¯χ(2)

eff(z)e−i∆kzz
]
ν(kx1 + kx2, ky1 + ky2) (6.13)

where χ̄
(2)
eff (z) is the scaled effective nonlinear susceptibility as a function of dis-

tance along the optic axis z, and N is a normalization constant. Although one

cannot have a continuously varying susceptibility as a function of z (indeed, it must

take one of two values (1 or -1) at any given location within the crystal), Dixon

et al. [119] showed that it was possible to engineer a biphoton wavefunction that

more closely resembled the ideal double-Gaussian state by custom-engineering

a periodically poled nonlinear crystal to have a constant poling period, but a

spatially-varying duty cycle (see Fig. 6.5 for diagram).

Λz

zL

Figure 6.5: Here is a depiction of a periodically poled nonlinear crystal of length Lz and poling

period Λz. The positive poling is colored a light green, while the negative poling is gray. The

duty cycle (i.e, the fraction of positive to negative poling) is smoothly varied from 2/16 to 14/16

and back again twice.

In a periodically-poled nonlinear crystal, the scaled nonlinear susceptibility



115

χ̄
(2)
eff (z) switches from −1 to 1, and back again over a distance of one poling pe-

riod Λz. Within each poling period, the duty cycle r(z) is defined as a function

between 0 and and 1, and is defined within each poling period as the fraction of

the poling period where χ̄
(2)
eff (z) = 1, while for the rest of the period, it is −1.

When the poling period Λz is small relative to the crystal length Lz, the scaled

nonlinear susceptibility χ̄
(2)
eff (z) is a rapidly varying function whose mean value

over a small number of periods is smoothly varying. When the grating period is

sufficiently small compared to the crystal length, we may (to a certain approx-

imation) engineer a biphoton wavefunction as though we could smoothly vary

χ̄
(2)
eff (z), by varying r(z) instead. It is expected that Bell’s wavefunction could

be engineered in a similar fashion, but the experimental tolerances for violating

the CHSH inequality are small enough that the fidelity of the Bell wavefunction

generated would likely need to be large, and poses a significant challenge.
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7 Concluding Remarks

The foundations of quantum physics are remarkably accessible in quantum optics.

In the past few decades, spontaneous parametric down-conversion (SPDC) has

become a very popular tool in quantum optics, since one may generate highly

entangled states with relative ease. Using the entangled pairs of photons generated

via SPDC, I have made investigations into entanglement, EPR-steering and Bell

nonlocality from both a theoretical and experimental perspective.

In this final section, I shall illustrate what avenues remain for future research,

based on the work my colleagues and I have accomplished here. In Chapter

3, where I summarize the theoretical foundations of the spatial correlations of

photon pairs in SPDC, I developed a pair of compact formulas for the transverse

correlation width (3.16)(3.18). I did this because there did not seem to be a

compact reference on the subject, and I wanted to make intuitions more concrete.

There is much to be researched in SPDC, particularly in quantum engineering

custom biphoton wavefunctions for specific applications in quantum information,

and in the discovery of more efficient methods of accomplishing SPDC, either with

materials with higher nonlinear susceptibilities, or as yet unforeseen methods.

EPR-steering is a field only eight years old by some indications, and there is a

substantial amount to be discovered both theoretically and experimentally. Theo-
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retical investigations into EPR-steering have primarily been focused between two

parties; only very recently has third-party and multi-partite EPR-steering been

investigated. While two-party EPR-steering is an intermediate level of nonlocal

correlation between non-separability and Bell nonlocality, there are many other

possible models to be considered where three or more parties are involved. In

addition, the development of a Fano inequality for continuous variables is an in-

novation only months old. Far from witnessing entanglement, the applications of

a continuous-variable Fano inequality are largely unexplored.

The recent idea of partial projective measurements presents new avenues of

research as well. While we explored their effect on Fourier-conjugate pairs of

observables, it remains to be seen if a similar advantage is obtained using other

pairs of mutually unbiased observables. In addition, the efficient acquisition of

complementary statistics (as this method affords us) paves the way to an efficient

method of estimating the quantum state itself.

Finally, there is much to be done in obtaining a violation of the CHSH in-

equality using the position-momentum statistics of entangled photon pairs. First

and foremost, the calculation of the relevant statistics for the actual biphoton

state (3.15) (propagated to signal and idler planes) as opposed to the more conve-

nient Bell’s wavefunction (6.4) remains to be accomplished. Though the biphoton

state bears a sufficient gross resemblance to Bell’s wavefunction that we might

expect a violation of the CHSH inequality under similar circumstances, the cur-

rent difficulties of an experimental demonstration are enough that we should make

sure of where and how we may best make our measurements. As a side point,

only briefly touched upon, was that Franson interference allows us to demonstrate

continuous-variable Bell-nonlocality in the time/frequency degree of freedom. It

would be worth investigating if Franson interference could also demonstrate Bell

nonlocality in the transverse position degree of freedom.
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