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Figure 10. The temperature evolution for a slice along the orbital plane (first and third columns) and perpendicular to the orbital plane (second and last
columns), at the beginning of the simulation (top row), at 0.01 yr (second row), at 0.02 yr (third row), 0.03 yr (last row). First two columns: the Cool simulation;
Last two columns: the Hot_tuned simulation.

3.4 Impact of gas temperature on the particles’ in-spiral

As we have explained in Section 2.1 we do not know what the
temperature of the returning gas is, but it likely would play a role
on the dynamics of the returning envelope. We also wonder what
effect the temperature of the gas in the immediate vicinity of the
in-spiralling particles has on the gravitational drag force. The drag
force is related to the density and velocity contrast of the gas bathing
the particles, but also on the Mach number of the particles which is
a function of temperature (Ostriker 1999).

Our Cool simulation started with a gas temperature of 350 K.
Using this initial temperature at t = 0, the initial orbital veloci-
ties of the particles are highly supersonic. We calculated the Mach
numbers of the particles using the average sound speed of the gas
within a 1 R� sphere around the particles. However, suspecting

that some gas becomes trapped in the potential well of the particles,
effectively travelling with them thus lowering the relative veloci-
ties, we also calculated the sound speed of the gas using a box of 33

cells, centred on the cell located two cells in front of the one con-
taining the particle. In practice these two methods returned similar
answers. The particles’ velocities were corrected to be relative to
the average velocity of the gas used to calculate the sound speed.
The initial Mach numbers of the 0.39 M� core and of the 0.6 M�
companion were M = 79 and M = 43, respectively, dropping to
below unity at 0.01 yr of the simulation and maintaining values
of ∼0.2 thereafter. The strong shock heating quickly results in a
temperature profile with values between ∼104 and ∼106 K, only
0.01–0.02 yr after the start of the simulation, when the particles
are just starting to interact with the increased density of the newly
formed disc (Fig. 10).

MNRAS 461, 486–496 (2016)

 at U
niversity of R

ochester on O
ctober 27, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 



Fall-back discs in common envelope binary interactions 493

Figure 11. Evolution of the orbital separation for simulations with different
initial conditions as described in the text. The dot–dashed blue line is for the
Cool simulation (this is the same as in Fig. 5), the dashed red line is for the
Hot_fast simulation and the solid black line is for the Hot_tuned simulation.

We ran two additional simulations with a higher initial tempera-
ture of 35 000 K and the same initial density of 10−6 g cm−3. With
this temperature the Mach numbers of the core and companion at the
beginning of the hot simulations were lower: 5 and 10, respectively,
dropping to 0.5 at time 0.01 yr and remaining around this value
thereafter. The behaviour of the Mach number in the two simula-
tions is therefore similar, transitioning to subsonic before 0.01 yr
of simulation, releasing the suspicion that this may influence the
in-spiral (Ostriker 1999) and leaving other factors such as density
and velocity contrast to be investigated.

For the first of the two ‘hot’ simulations with an initial temper-
ature of 35 000 K, which we nickname Hot_fast, we retained the
same initial velocity setup (see Section 2.). However, maintaining
the same velocity distribution with higher temperature results in less
fall-back mass (0.28 M� versus 0.38 M� for the Cool simulation).
Therefore, we also ran a second high temperature simulation, but
with a slower velocity profile, where gas velocities on the particles’
orbital plane were given 0.4 × vKep instead of a value of 0.75 × vKep.
We nicknamed this simulation Hot_tuned. In this way we tuned the
simulation to generate a fall-back disc mass (0.34 M�) that was
closer to that in the Cool simulation (0.38 M�).

The unbinding efficiencies of the simulations are measured as
described in Section 3.2. The amount of unbound gas in Hot_fast
and Hot_tuned is 5 per cent and 4 per cent, respectively, virtually
the same as for the Cool simulation.

We next compare the separation evolution of our three simula-
tions (Fig. 11). In the Cool simulation the particles in-spiral more
than in the Hot_fast simulation, but less than the Hot_tuned sim-
ulation. We ascribe the difference in in-spiralling behaviour be-
tween the Cool and Hot_fast simulation to the different disc masses
(0.38 and 0.28 M�, respectively) rather than to the different initial
temperatures, where the lighter disc promotes less in-spiral. This
conclusion is drawn based on the fact that looking at simulations
Cool and Hot_tuned, which have closer disc masse values (0.38 and
0.34 M�), but different initial temperatures (350 and 35 000 K)
the total amount of in-spiral is similar. The only difference in the
in-spiral history of these two simulations is the initial orbital ex-
pansion. The Hot_tuned simulation results in less initial expansion
due to the fact that the initially slower gas does not accelerate the

particles. We conclude that the initial temperature is not a major
factor in deciding the rate of in-spiral in the fall-back event for the
cases studied. This is likely due to the fact that the temperature pro-
files converge to similar values soon after the start of the simulation
(Fig. 10).

Kuruwita (2015) tested a range of additional temperatures, up
to 175 000 K. With such a high temperature the pressure is such
that much of the material is evacuated from the simulation domain
early in the simulation and the mass of the fall-back discs is much
reduced (0.2 M�), necessitating an even greater alteration of the
velocity profile in order to achieve the same disc mass as the other
simulations. Changing the isothermal temperature value at t = 0,
while adjusting the velocity profile to obtain the right fall-back disc
mass does not have a direct consequence on the in-spiral pattern
and lack of substantial unbinding. However, these tests act as a
reminder that the temperature profile would play a role in a real
in-fall because it has a direct effect on the pressure.

3.5 Numerical resolution

A resolution of 2563 was deemed by the convergence tests of Passy
et al. (2012) to be sufficient for the common envelope they simu-
lated. In their simulation one cell corresponded to 1.7 R�. With
a smoothing length of 1.5 cells, their final separation of ∼20 R�,
was 8 times the linear resolution multiplied by the smoothing length.
Our cell size is three times smaller than in Passy et al. (2012), or
0.57 R� and the final separation of the Cool simulation is therefore
16 times the linear resolution multiplied by the smoothing length of
1.5 cells. This releases the suspicion that the resolution limits the
in-spiral.

We also carried out an additional resolution test by repeating the
Hot_fast simulation with a higher resolution of 3843. The behaviour
of the orbital separation is almost identical to that observed in
Fig. 11 (red dashed line) for the lower resolution case: we observe a
slightly lesser initial out-spiral of the orbit for the higher resolution
simulation, reaching 20.8 R� instead 21.3 R� and a slightly smaller
final separation of 15.8 R� instead of 16.0 R�. The unbinding
efficiency is not significantly affected by the resolution, with the
high resolution simulations unbinding 5 per cent of the fall-back
material. This test (though not a proper convergence test) gives
some assurance that resolution does not greatly affect the outputs
of our simulation. We discuss this topic further in Section 5.

4 D I SCUSSI ON

Although these simulations are only marginally better than toy mod-
els, they do inform our intuition on the role a fall-back disc may
have in the context of the common envelope simulation. All three
simulations reduce effectively the orbital separation. The simula-
tions with the smallest disc mass reduce the separation the least.
All simulations are instead inefficient in unbinding further enve-
lope gas, with efficiencies at the 5 per cent level, independent of
initial setup. These results echo what is observed in the common
envelope simulations of Passy et al. (2012), where the extreme or-
bital separation decrease witnessed in the in-spiral, results in only
∼10 per cent of the envelope being unbound.

Taking these results at face value we would conclude that further
fall-back events would have to take place until either the envelope
is unbound or the core and companion merge. Below we there-
fore calculate how many fall-back events are needed to achieve the
ejection of the envelope and compare this number with how many
fall-back events would result in an orbital separation commensurate
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Figure 12. Estimated upper limits for the fall-back time of bound gas
parcels leaving the grid boundary at 0.08 yr in the simulation, plotted against
the mass of the cell. Gas parcels leaving the domain above and below the
orbital plane are shown by blue triangles, while parcels leaving the domain
through faces perpendicular to the orbital plane are shown by red circles.

with observations. In Section 5 we place our fall-back model in the
context of additional phenomena which likely take place at the end
of the common envelope rapid in-spiral.

4.1 The time to the next fall-back event
and the number of fall-back events

We calculate the ballistic time it would take gas leaving the compu-
tational domain after interacting with the particles to return into the
computational domain for a second fall-back interaction. We use
the data output at a time of 0.08 yr from the beginning of the simu-
lation, when a substantial amount of gas is leaving the domain. We
assume that the velocity of the gas in each cell within the boundary
of the grid is directed radially outwards. Although all gas within the
boundary has a velocity component directed outwards, using the to-
tal velocity modulus will result in an upper limit of the return times.
As we shall see this is not important because the times calculated
are short. Using this velocity and only the acceleration due to the
gravity of the core and companion, we integrate the change in radial
distance over time steps of one week and determine the time when
the gas parcel comes back to the same position.

We have plotted the estimated fall-back times for each gas parcel
versus the mass of the parcel in Fig. 12 (for simulation Cool).
Here we can see that the upper limits to the return time to the
computational domain has a large spread of values, from a few
weeks to approximately two and a half years. The bulk of the mass-
loss happens through faces perpendicular to the orbital plane (red
circles in Fig. 12), as expected, with the bulk of the return times
having upper limits between a few and 80 weeks. In conclusion the
next fall-back event is likely to happen very rapidly after the first.

The common envelope SPH simulations of Reichardt (2016, with
an identical setup to the simulation of Passy et al. (2012) discussed
here, but extending the simulation time to 10 yr) also demonstrate
that ∼3 yr after the beginning of their simulation some bound en-
velope mass is returning to the centre. This return will however be
slowed down by building pressure. The dynamical return we envis-
age, may therefore take substantially longer (see further discussion
on this point in Section 5).

With knowledge of the efficiencies with which a fall-back event
reduces the orbital separation and unbinds further mass, we can
calculate the number of required events to reduce the separation
to be within the observed values as well as the number of events
required to unbind the envelope.

To calculate the number of fall-back events required to reduce
the separation, we use a target separation value of 4 R�, based on
the work of Zorotovic et al. (2010) and De Marco et al. (2011). We
know that each consecutive fall-back event will have a less massive
disc than the one preceding it and will become less efficient in
reducing the orbital separation. Below we use a constant efficiency
thereby calculating a lower limit for the number of fall-back events
necessary to bring our system to the observed separations. With this
assumption the orbital separation after n fall-back events is given
by:

an = a0(1 − ε)n, (4)

where a0 is the initial orbital separation, 20 R�, ε is the in-spiralling
efficiency, or the reduction in orbital separation divided by the
separation at the beginning of each event, n is the number of fall-
back events we want to know and an is the orbital separation after
n fall-back events, or 4 R�. The efficiency ε = 0.43 based on our
simulations shown in Fig. 11 (where we have used here the in-spiral
from the maximum separation of the Cool simulation). Therefore
the minimum number of necessary fall-back events to bring the
system to within observed separations is 3, but it would be larger if
the in-spiralling efficiency decreased at each event.

Applying this same reasoning to calculate the number of nec-
essary fall-back events to unbind the entire envelope we use the
above equation, but with envelope mass instead of separation and
with the unbinding efficiency of 0.05, as calculated in Section 3.2.
For the calculation we use an initial mass of 0.44 M� and a final
mass of 0.1 M�. The latter value is based on the assumption that a
certain amount of mass can remain in orbit around the binary. This
is highly likely to be the case. Tocknell et al. (2014) calculated that
there is a spread in the specific angular momenta of the bound gas in
the common envelope simulation of Passy et al. (2012), with some
of the gas potentially coming to rest at an orbital separation larger
than the orbital separation of the cores. Although an estimate of this
mass will have to wait for a better calculation, we note that Kashi &
Soker (2011) used 0.2 M� in their somewhat ad hoc consideration
of fall-back discs. With our final mass value and a constant unbind-
ing efficiency of 0.05 we estimate that 29 events will be necessary
to unbind the envelope. If the efficiency were reduced to 0.01 (due
to not considering thermal energy in the amount of unbound mass),
then the number of fall-back events would become 147. These two
numbers would grow to 73 and 376, respectively if the left over
disc mass was 0.01 M� instead of 0.1 M�. All these numbers are
upper limits because as the separation decreases, equal �r changes
deliver increasing orbital energy.

Based on the estimates and considerations above, and even con-
sidering the approximate nature of our model, it seems unlikely that
the number of fall-back events would lead to the correct separation
and the unbinding of sufficient envelope. More likely the two cores
would merge before sufficient envelope could be unbound.

5 FI NA L C O N S I D E R AT I O N S
A N D C O N C L U S I O N

We have carried out a set of simulations under the assumption that
a torus of gas falls back on to the post in-spiral binary. The bi-
nary mass and separation, as well as the disc’s mass and angular
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momentum were tuned to match the central binary, the bound mass
and angular momentum, respectively, measured at the end of a com-
mon envelope simulation by Passy et al. (2012). Our simulations
show that a fall-back disc such as the one we envisage would not
lead to unbinding sufficient mass. We therefore conclude that, alone,
such a process could not achieve substantial further unbinding and
orbital reduction.

One may wonder whether dynamically-returning envelope gas
will in fact form such a disc. Ivanova et al. (2013) reviewed the idea
that at the end of the dynamical in-spiral, a ‘self-regulated’ phase
allows the final separation to be reduced further over a much longer
thermal time-scale. During this phase the energy deposited by the
binary is radiated away by whatever envelope is still bound to the
giant core, the giant contracts, the density surrounding the cores
increases and the binary in-spirals further.

Before the thermally regulated phase, but after the fast-in-spiral
modelled by 3D simulations, there has to be a phase during which
outflowing, bound gas returns towards the binary dynamically and
settles into a temporary equilibrium configuration, which will then
evolve over thermal time-scales. The amount of bound envelope
will dictate the conditions of this dynamical return phase. If a large
fraction of the envelope is still bound, it will return dynamically,
but it may be halted by the pressure that builds while the large mass
of envelope effectively is re-forming a star. It is possible that under
these conditions a disc or torus may not form.

We suggest, however, that the doughnut geometry of the expand-
ing common envelope observed, at least on a large scale, in Passy
et al. (2012; see also e.g. Sandquist et al. 1998) and the high angular
momentum of the returning gas would result in a toroidal structure.
In addition, the rotation profile of the gas that interacts with the
binary during the fall-back sensitively dictates how much orbital
energy is transferred to the in-falling gas (Ostriker 1999), and how
much more in-spiral takes place during the end of the dynamical
phase. Without a full simulation it is difficult to determine how the
end of the dynamical phase would look like, or how much farther
the binary would in-spiral before the system settled into a slower,
thermal-time-scale phase.

The addition of recombination energy in simulations has been
suggested to be an effective way to unbind more envelope gas,
at least under some circumstances (Ivanova et al. 2015; Nandez
et al. 2015). If recombination energy increases gas unbinding, the
mass in a presumed fall-back disc or torus would be lower and an
interaction such as the one envisaged here would result in less in-
spiral. It is often found that the truth is in the middle. It is possible
that the correct combination of unbinding and in-spiral is a cocktail
of recombination energy (which boosts unbinding), some dynamic
fall-back interaction (which promotes further in-spiral), a thermal
readjustment phase and tidal action by a low-mass, circumbinary,
left-over disc as envisaged by Kashi & Soker (2011).

We do not include magnetic fields in our simulations. Regös &
Tout (1995) derived analytically that at the end of the common
envelope in-spiral, field strengths of a few hundred Gauss would
develop via the winding action of the binary (see also Tocknell et al.
2014). As the envelope expands, the field strength would possibly
decrease, but this could increase again if most of the envelope
fell back. Such strong field could give some extra buoyancy to the
returning gas, but would also provide a viscous force (Wardle 2007)
allowing a more efficient redistribution of the angular momentum.

Viscosity is what redistributes angular momentum. Convective
motion promoted by the in-spiral (Ohlmann et al. 2016) alongside
intensified magnetic fields should increase the viscosity in the com-
mon envelope. Viscosity in our simulations has a numerical origin,

and we gauged it to be very low using the criterion of Federrath
et al. (2011), who showed that more than 30 cells per Jeans length
are needed to lower the numerical viscosity (we have 100 cells
in the key regions near the particles). Viscous forces are therefore
poorly reproduced in hydrodynamic simulations (see the discussion
by Rasio & Livio 1996; their section 4.2) something that casts doubt
on simulation results, particularly pertaining end of the dynamical
phase, when in-falling gas interacts with itself.

Despite this shortcoming, simulations of the common envelope
phase are fast improving. In the last two years more codes, en-
compassing additional physics, have been applied to the problem
(Hwang et al. 2015; Nandez et al. 2015; Ohlmann et al. 2016;
Reichardt 2016). Simulating a common envelope for many more
dynamical times following the post-fast-in-spiral phase is not be-
yond the realm of possibility, something that will contribute to
answer the question of the actual geometry of the returning gas and
its effect on the outcome of the common envelope interaction.
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