UNIVERSITY OF ROCHESTER

Digital Signal Processing of Scintillator Pulses ifNuclear
Physics Techniques

by

Saba Zuberi

A THESIS SUBMITTED
IN FULLFILLMENT OF THE
REQUIREMENTS FOR THE

Senior Thesis

FACULTY SPONSOR

Frank Wolfs, Professor
Physics and Astronomy

APRIL 2003



TABLE OF CONTENTS

ABSTRAC T ~mmmmmmmmmm e e e 3
INTRODUCTION =mmmmmm e e 4
PROTOTYPE DIGITAL PULSE PROCESSOR DDC-1 ---6
2.1. DIGITIZATION PROCES S-----mm oo oo oo oo 7
2.2. DIGITAL PROCESSING----mnmmnmmmmmmmmmme oo e 9
2.3. DATA ACQUISITION =mmmmmmmmmm e e e 11
INTRINSIC RESOLUTION OF DDC-1-mmmnmmnmmmmmm e oo 12
RESPONSE OF DDC-1 TO SCINTILLATOR PULSES --12
4.1. APPLICATION TO FAST PLASTIC- e e 12
4.2. APPLICATION TO NAI(TL) DETECTOR-------m-=mn=n  mmmmmmmomo oo 14
DIGITAL Y-RAY SPECTROSCOPY --mnmmmmmmm oo oo oo 14
PULSE SHAPE DISCRIMINATION AND PARTICLE IDENTIFI CATION------------ 16
6.1. PULSE SHAPE DEPENDENCE ON RADIATION TYPE----------------m--mnmmnmeen 16
6.2. EXPERIMENTAL PROCEDURE FOR PARTICLE IDENTIFIC ATION--------- 18
6.3, RESULT S oo 22

6.3.1.ALPHA- y PARTICLE IDENTIFICATION------mn-mmmommmcmmmmmoee oo 22
6.3.2. BACKGROUND RADATION-=====m e oo 26
6.3.3. NONLINEAR PID RESPONSE ----n-nnmmnmmmmmm oo 27

CONCLUSION-mmmm e e e e e e e 29
ACKNOWLEDGEMEN T Smmmmm oo m e e oo e e 32
REFERENCES----=-=snsnm s e e e 32



ABSTRACT

This paper describes a series of experiments athiteal developments concerning
the digital signal processing (DSP) of scintillaparises in nuclear physics applications,
which have been performed using the prototype siobhnnel digital pulse processor
DDC-1%. The processor features a sampling analog taatligpnverter (ADC), a field
programmable gate array (FPGA), and a universaldaus (USB) interface to the host
personal computer (PC). The upper limit of theimsic resolution of the DDC-1 was
measured to be 0.63% or better. It has been deratet that scintillator pulses shorter
than the ADC sampling period can be reliably digitl. The algorithm to perform digital
y-ray spectroscopy with Nal(Tl) detectors using DBC-1 has been developed and
applied to the experimental data measured during phoject. Digital pulse shape
analysis has been developed to perform particletiftzation (PID) using detectors such
as a CslI(Tl) crystal or a plastic and CsI(Tl) phm$w Alpha-particlef -ray
discrimination for energies up to 5 MeV has beeocessfully performed using two
different algorithms applied to the same data sdtich allowed for an unbiased
comparison of the two PID methods. Unexpectedineal behavior of the PID has been
observed above 5.5 MeV. Detailed analysis of tiggized waveforms was performed
for these high-energy events in order to identiiy tause of the observed nonlinearities.
Recommendations concerning the PID algorithms aigitatl filtering have been
formulated. In addition to the algorithm developmhand the experimental work, the
technical developments included universal seriad BUSB) firmware and the host
computer data acquisition software to enable caotis data acquisition from the DDC-
1. The present results were essential during éveldpment of the 8-channel version of
the digitizer, which will be used at the RelatildsHeavy lon Collider in Brookhaven

National Laboratory.
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1. INTRODUCTION

Developments in digital signal processing (DSP) atré¢he forefront of electronic
instrumentation for nuclear physics. The applaratof DSP to nuclear physics data
acquisition permits a level of flexibility in datallection and analysis that is not afforded
by standard analog techniques. Digitally samplihg entire detector pulse allows
detailed information to be extracted from the puls®ape thereby providing the
opportunity for novel applications, such as on-fpaticle identification (PID) [1, 2] and
position-sensitivg-ray spectroscopy [3]. DSP electronics are imparia achieving the
goals of the proposed Rare Isotope Accelerator JlR4A a major new research facility
for low energy nuclear physics.

Advances in the technology of electronic samplirghhiques, especially the
development of fast sampling analog to digital arters (ADC), made it possible to
retain the high precision of standard analog tegnes while utilizing more fully the
information contained in detector pulsedt has been shown that digital sampling
techniques provide equal or better particle idaaifon (PID) than analog methods for
fast charged patrticles [5, 6]. The use of fieldggammable gate array (FPGA) devices
with fast sampling ADCs provides enormous powerektracting information from
digitized pulses in real time. On-board FPGAs ppad with application-specific
software can perform calculations in parallel, ggvthem both the processing power and
versatility.

Unlike classic nuclear electronics, where the fiomality is hardwired during the
design into the electronic boards, the functiondgomed by the DSP electronics are
largely determined by the firmware downloaded itite data processing chips, such as
the on-board FPGAs and microprocessors. The tréauenflexibility afforded by this
approach comes at the price of the significant amofi work required to develop the
firmware. Thus, the first issue to contend withtire course of this work was the
development of the application-specific softwarel dmmware for the single-channel
prototype board DDC-1. The prototype, at the timgas delivered for this project, was
equipped with only the proof-of-principle firmwattgat provided for event triggering and



waveform collection, but did not include data prssiag. The first phase of this project
involved the development of the data acquisitioAQ) software for the host computer,
as well as the universal serial bus (USB) firmwiarethe embedded microprocessor to
enable continuous waveform collection. Data adtjois and analysis algorithms were
then developed to investigate the application efghlse processor to the nuclear physics
techniques of particle identification (PID) and getheight spectroscopy. Most of the
algorithm development was done on the host PC side optimized algorithms can be
transferred to the on-board processing firmwarénnext phase of development.

Once the software development was completed, desgpariments were performed
in the course of this work. During the data-takmigs the digitized signal waveforms
were recorded to disk. This approach takes adgartéithe valuable feature of the DSP
electronics discussed earlier, namely the almostptete recording of the available
experimental information. This permitted differeigjorithms to be applied to the same
data set, therefore enabling unbiased comparisondet made between different
algorithms. A practical application of the advaygaoffered by DSP electronics,
demonstrated in this paper, is the investigatiothefunexpected nonlinear behavior of
PID that was observed for high-energy cosmic-ragnés. The waveforms of events that
exhibited unexpected behavior were selected andnieeal in detail. A similar
investigation of this nonlinear behavior with classlectronics would be much more
involved and time consuming, compared to that peréal with the digital electronics.

This paper is organized as follows. In sectioh€details regarding the major analog
and digital components of the DDC-1 are presentdthe digitization process, the
sampling theorem, and the Nyquist filtering arecdssed. The digital triggering in the
FPGA, the role of the USB processor, and the firrewand software developments for
the present applications are outlined. The inicirenergy resolution of the board is
discussed in section 3. The ability of the boardsticcessfully digitize a variety of
scintillation detector pulses is shown in sectionld section 5 the applicability of the
board to digital-ray spectroscopy is demonstrated using a Nal@#@ator. The energy

resolution obtained with the board is comparedchtd achieved with other FPGA-based



digitizers. In section 6 the PID algorithms deywad for alpha-particlg/ray
discrimination using a plastic and CslI(Tl) phoswiétector are presented. Different
analyses have been applied to the same data setoamghred. The PID achieved is
compared to previous results using CsI(TI) crystals

Based on the results of this paper, PID algorittand digital filtering have been
proposed. Further investigations into the nonlinBtD response observed with the
DDC-1 are discussed. The experience developechencburse of this work was
instrumental in the development of the 8-channetive of the board, the DDC-8. Its
proposed applications include the real-time trigggefor the PHOBOS experiment at the
Relativistic Heavy lon Collider (RHIC) in Brookhavé7].

The work described in this paper has been carngdnothe spring of 2003. It was
presented at the Spring APS meeting, April 2003aB&lphia, PA and contributed to the
material presented at the Workshop on the Expetimhdbguipment for RIA, March
2003, Oak Ridge, TN [8, 9].

2. PROTOTYPE DIGITAL PULSE PROCESSOR DDC-1
The DDC-1 is a prototype single channel board,giesi for the development of DSP

electronics for physics applications. It is thestfistep in the design of a family of digital
pulse processors. The DDC-1 is divided into sdpaamalog and digital parts and is
equipped with a 12-bit, 65 MHz sampling ADC, an FP@here triggering is carried out,
a USB processor with an 8K internal memory, ance@mstruction digital to analog
converter (DAC) which is very useful for developm@urposes. The DAC allows the
manipulated waveform to be easily viewed on anllosciope and compared to the signal
directly from the detector. An image of the boatth these major components labeled is

shown in Fig. 1.
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Figure 1. Image of the DDC-1 with major componentfabeled.

2.1 DIGITIZATION PROCESS

The input signal to the DDC-1 comes directly frdme tletector. It undergoes analog
signal conditioning, such as passing through aabéeigain amplifier, in order to ensure
that it is within the range of the ADC. The sigmalsses through a low-pass analog
Nyquist filter, which is the only shaping that isrformed on-board and then it is sampled

by the ADC. The signal-processing chain is illastd in the block diagram of the board

shown in Fig. 2.

Signal| ) age |, Nauist) | e

Progratuned wia
Ingnat Filter ¢

ITAG connector

Host PC

Digital IO

Connectors

Signal Output

EEY:

analeg

BEC: Analog Signal Conditinning

Figure 2. Block diagram of the DDC-1



Each time the incoming voltage is sampled, the Ad@@verts it into a 12-bit digital
number. Although the ADC has a 12-bit range itnspaoth positive and negative
voltages. All the detectors considered in thisgpdpave unipolar signals, which leads to
an effective 11-bit range of the ADC. The ADC usedthe DDC-1 has another bit that
is set when ADC overflow occurs, which is distifraim the 12 conversion bits.

The accuracy to which the ADC can specify the \gdtaignal is called the least
significant bit (LSB), which is determined by theltage range of the ADG, 2V in this
case, divided by the number of conversion bits.e Thnversion of voltage from a
continuous analog value to a discrete one, qudittizacorresponds to a loss of precision
that adds noise to the signal. This quantizatiooreés uniformly distributed between
+ LSB/2with

LSB
o= W (1)
Therefore increasing the number of conversionreitisices the quantization error [6].

The ADC sampling frequencys, was set to 48 MHz, which is below the maximum
sampling frequency of 65 MHz for this particular 8D The information in the original
signal from the detector may be completely recoiestid from the sampled waveform if
and only if the ADC sampling frequency is greateart or equal to twice the highest
frequency W, of the signal. This is stated in the Nyquist48i@n sampling theorem, “If
a functions(t) has a Fourier transfrof{s(t)] = S(f) = 0 for [f| >W, then it is completely
determined by giving the value of the function aeaies of points spacdd(2W) apart.
The values, = s(n/(2W))are called theamples of s(f)]10] Any frequency components
in the input signal greater than half the samphregjuency are aliased to frequencies
between DC andy2, the Nyquist frequency. Such components, if preseld to the
noise in the digitized signal. It is therefore resagy to restrict the signal bandwidth to
belowfy2.

An analog low-pass Nyquist filter is placed beftre ADC to eliminate frequencies
greater tharf42 from the signal. An ideal low-pass filter wouldnepletely supress

frequencies greater than the cut off frequerigywhile passing all frequencies beldw



completely unattenuated. Real filters exhibit adgral drop in amplitude, called roll-off,
proportional tof ™, whereN is the “order of the filter”. Although increasirige order of
the filter yields a faster roll-off, it also increes the complexity of assembly. A
compromise is required in actual instrument desighe filter used on the DDC-1 is a
low-pass 8 order Butterworth filtewith a cut off frequency of 20 MHz, i.e. @;4at
which the amplitude of the signal is reduced by 3tiB.

The cut off frequency of the filter is not only impant in ensuring that frequencies
greater than the Nyquist frequency are suppredmsédalso points to a compromise that
must be made between the suppression of noiseagah@ulse responses. White noise is
noise in which each sample in the time domain génstao information about the other
samples and has a flat frequency spectrum [12]low&r f. suppresses more white noise
and therefore is desirable. However a lower chitfreijuency corresponds to a wider
filtered pulse, which makes a highimportant for a fast pulse response.

The Nyquist filter used on the DDC-1 is the so-@@lButterworth filter, which has
the fastest roll-off in the frequency domain amastger common filters, while still
keeping the passband as flat as possible [12]. edewin the time domain the impulse
response of the Butterworth filter is not optimurt.shows an overshoot of about 5%,
which we expect to see in the digitization of fasiintillator pulses. Since the
information we are interested in is in the pulsepd) a filter that preserves the shape of
the signal is desirable. As shown by Bardelli et[&] among the § order low-pass
filters the so-called Bessel filter, which minimgzéhe overshoot and ringing would be

more appropriate even though it has poorer rollwdh the Butterworth filter.

2.2 DIGITAL PROCESSING

The sampled waveform passes from the ADC to th@éARand from there to the
USB processor and also to the reconstruction DABese are the components in which
the digital processing of the signal occurs, agated in Fig. 2.

The FPGA, which consists of gates, flip flops anénmry elements, may be
described as a “highly parallel configurable diggignal processor”. The FPGA permits



calculations to be carried out in parallel and e¢f@re significantly increases DSP speed.
The functional characteristics of the FPGA areyfuletermined by the “configuration
file” downloaded into the chip at the run-time. eThonfiguration is most commonly
developed using the high-level language VHDL [1Bhe firmware is downloaded to the
FPGA via the JTAG connector (see Fig. 1, 2). TH&A is fully reprogrammable,
thereby allowing different application-specific ¢igurations to be utilized with the same
hardware.

The event trigger is either derived in real timettie FPGA or it can be obtained
externally. There are four 1/O connectors wittesrto the FPGA (see Fig. 2) that can be
used as external trigger-inputs and/or trigger-otgiphowever this was not used for the
present applications. The role of the triggeroig@cognize when an event has arrived
that needs to be processed. The trigger usea@diDEC-1 is a differentiating trapezoidal
filter, which differentiates the incoming ADC datad smoothes the samples. It is called
a trapezoidal filter because a trapezoid best descithe step response of the filter.
There are two windows of length 0.33 (i.e. 16 samples), separated by a gap of the
same length. The samples in the windows are sunanddhe trigger is issued by the
FPGA firmware when the difference exceeds a cettaieshold. The difference in the
two sums over 16 samples reduces the noise reltdivae single sample and the gap
reduces the sensitivity of the trigger to variasion the rise time of the signal [1]. The
width of the sampling windows and the gap may beedaby altering the firmware
downloaded into the FPGA.

The trigger implemented on the DDC-1 was desigone@t¢ognize the arrival of steps
in the incoming signal, such as those from RC-rpseamplifiers, which however were
not used for this project. This firmware was useg@rocess scintillator pulses and it has

proven successful, and therefore was not modifedhis work.
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2.3 DATA ACQUISITION

The USB is a standard interface for communicatietwien a computer and external
components that has the advantage of being boxpémsive and common to most PCs.
The DDC-1 has an on-board USB processor. It hag8kannternal memory and is
programmed in programming language C. There arelf® connectors with lines to the
USB processor that can be used to control extelences, such as LEDs in the current
application, that were very useful for developmaunposes.

The processor has 8 endpoints that are used ttequaths for data flow with unique
identifying addresses over which data can be tearesd to the host PC. The pre-existing
firmware for the DDC-1, at the time it was delivertor this project, transferred data
from the board to the PC over a single endpoinhefUSB processing chip. The transfer
procedure uses a “blocking call’ that can only metto the calling program when all of
the data expected in the transfer is successfuitpioed. On the PC side the driver
software waits until the blocking call is returnedds a result if the user makes an
acquisition request when all of the expected datsot yet available, the driver software
waits and the PC appears hung. The USB firmwarg tvarefore modified for this
project to enable continuous data acquisition ftbm board without rendering the GUI
unresponsive. A new end point was defined oveckhi request would be issued to the
board in order to determine if data was availalesingle byte was returned to the PC
on the basis of which data could be requested @y dst PC.

For this project, data acquisition (DAQ) softwarasamdeveloped that continuously
acquires data from the DDC-1, displays sampled Yoswes and extracts energy
information by integration of the waveform. Thigarmation is graphically displayed in
histograms. The DAQ software also allows pararsetar the board, such as the

threshold level of the differentiating trapezoittagger to be changed by the user.
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3. INTRINSIC RESOLUTION OF DDC-1

The intrinsic resolution of the DDC-1 was measuusthg the ORTEC 480 pulser
connected to the TENNELEC TC 248 amplifier. Théspurovided was approximately
6.25us wide. The energy of the pulse was determinethtggration and the resolution

is defined

FWHM
Centroid 100 (2)

where FWHM is the full width at half maximum. Therinsic energy resolution of the
board was determined to be 068.04 %. On inspection with an oscilloscope thisgmu
did not appear to be very stable due to looseahahections. It is expected that with a
different pulser an improved resolution may be mes$ The present figure was
accepted as an upper limit of the board resoluttwrthis project, because it does not
limit the results obtained with the scintillatioetdctors used, whose intrinsic resolution

is an order of magnitude larger.

4. RESPONSE OF DDC-1 TO SCINTILLATOR PULSES

The ability of the DDC-1 to handle a wide rangesignals is demonstrated by
considering scintillator pulses with decay timesld ns, obtained using a Bicron BC-
404 plastic scintillator and 0.28 using a Bicron Nal(TI) crystal. Organic sciratitirs,
such as plastics, are aromatic hydrocarbons wioénéligtion arises from the transition
of free valence electrons. They exhibit much fadlecay times than inorganic
scintillators in which scintillation arises fromafrsitions in an electron band structure,

which is discussed further in section 6.1.

4.1 APPLICATION TO FAST PLASTIC

The DDC-1 was used to collect digitized waveformsnf a Hamamatsu R1450
photomultiplier tube (PMT) coupled to a 1x1x1 toubic plastic BC-404 scintillator.
The original pulse from the BC-404 scintillator lsadecay time of 1.8 ns and has a width

12



of 12 ns that includes the PMT response. The audignal at the PMT is shown in Fig.
4a on a digital oscilloscope, which has much fastnpling frequency and no Nyquist
filter. The ADC has a sampling rate of 48 MHz awdthe incoming signal is sampled
once every 20.8 ns, which is almost twice the widththe pulse from the plastic
scintillator. As seen in Fig. 4b the DDC-1 sucbass digitizes this very fast pulse. The
analog Nyquist filter restricts the signal bandwidtom DC to 20 MHz causing the
shaped signal to be spread out in time (see se2tijn Due to the filter the waveform
from the plastic has a width of approximately 63assobserved in Fig. 4b. Without the
Nyquist filter, the digitized waveforms from thestaplastic scintillator would have at
most one sample in the pulse, therefore the Nydilist is critical in allowing fast
plastic waveforms to be digitized successfully. ekpected an overshoot is seen in the
digitized waveform in Fig. 4b due to the impulsspense of the Butterworth filter, as
discussed in section 2.1. The Bessel filter waunidimize such an overshoot, which is
important for the digitization of fast pulses, amak therefore been used in the 8-channel

version of the digitizer.
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Figure 4 (a) The signal directly from the BC-404 mstic scintillator and R1450 PMT on an
oscilloscope with a width of 12ns (1 sample = 0.Z)n (b) The digitized waveform acquired
from a fast plastic scintillator (1sample=20.8ns) ith the DDC-1.
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4.2 APPLICATION TO NAI(TL) DETECTOR

The response of the DDC-1 to a much slower pulseatsn been studied. A 2"x2”
cylindrical Bicron Nal(Tl) detector, which has affeetive decay time of 0.28s, was
used with a®'Cs radioactive source. The digitized waveform show Fig. 5 has a
width of approximately 1.66us, once filtered. As expected, the DDC-1 has adgoo
response to slower pulses. In this case the afliginlse is sufficiently spread in time,
however the Nyquist filter is still essential irder to decrease the white noise that can be

present in the signal above the filters cut of§frency.

%:;T:X\"iiue ADC wavetorm Hal(TL)
0 | [ Sanpeg [hekm 2y 2]
2200.0

2.0E+2 "_/-‘”—_

1200.0 "’”

1600.0 f'f{

14000 \ !
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. | | 1]

600 3800 4000 4200 4400 4600 4800 5000 500 5400
Sample number, 208 nsfzample

1200.0

Figure 5. The digitized waveform acquired from a N&TI) detector with **'Cs source, where
the yellow area indicates the window used to deterime energy of pulse.

5. DGITAL y-RAY SPECTROSCOPY

The DDC-1 was used as a digital spectrometer systenconduct ay-ray
spectroscopy experiment. A 2"x2” cylindrical BiordNal(Tl) detector, surrounded by a
lead casing, was used to collect sign&i&Cs and®Co radioactive sources were used to
investigate the resolution of the DDC-1 used adgaadl spectrometer. The host PC
digitally integrated the pulses, using a windowirnked to be 1.021s before and 2.08s
after the minimum value of the sampled waveformindgcated in Fig. 5. The baseline
was sampled fus before and after the pulse and the average lzse was subtracted
from the integral of the signal. The energy sgectbtained with*'Cs and®®Co are

shown in Fig. 6.
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Figure 6. Energy spectra collected with Nal(Tl) degctor and af°Co source and (b)*'Cs
source

In the spectra collected from both sources an gneegk at approximately 77 keV is
seen, which originates from the X-rays emitted fribv@ lead casing around the Nal(TI)
detector. In the low energy region of tHéCs spectrum, the®Ba characteristic X-ray
peak at 33 keV is measured, which has a FWHM a2 R8V. This however this is a
composite peak and the independeqt Kz peaks have not been resolved. In the higher
energy region, the FWHM of tH&’Csy-peak at 662keV is 7.1% (see Fig. 6a). Ti@o
y-peak at 1173 keV has a resolution of 6.4% and 82 K&V has a resolution of 5.2%
(see Fig. 6b). Bolic and Drndarevic use an FPGgelalectronics unit with an 8 bit, 60
MHz ADC to performy-ray spectroscopy using a 3"x3” Nal(Tl) detecto4][1 They used
137Cs and®®Co sources to determine the energy resolution @if tystem. They also
reported the energy resolution obtained by claksinalog spectroscopy. Their results

are compared with those obtained with the DDC-Tahle 1.

Source | DDC-1 Bolic and Drndarevic | Classical Spectrometer
Resolution(%) | Resolution (%) [14] | Resolution (%) [14]

Bcs 7.1 75 6.8

%0co 5.2 5.6 5.1

Table 1. Nal(Tl) energy resolution for different lov count rate sources measured with the
DDC-1, the digitizer from [14] and a classical spammeter from [14].

15



From Table 1 we see that the energy resolutionirddawith the DDC-1 is comparable
to that measured by Bolic and Drndarevic both dllyitand using a classical analog
spectrometer. In all cases the energy resolutodimited by the Nal(TIl) crystal
resolution and not by the spectrometers themselves.

The potential extension of the DDC-1 to perfoyrray spectroscopy at high count
rates is indicated by the ability of the similarGA&based digitizer used in [14] to
process 400,000 counts per second. This wouldreethe development of appropriate
firmware that must included pulse pile up detectihich becomes significant at high

count rates.

6. PULSE SHAPE DISCRIMINATION AND PARTICLE
IDENTIFICATION

6.1 PULSE SHAPE DEPENDENCE ON RADIATION TYPE

The inorganic scintillator CsI(Tl) has been comnyonised for pulse shape
discrimination, both with traditional analog metksdd5, 16] and with digital methods [5,
6, 17]. Inorganic scintillators have an electraandb structure, unlike the molecular
structure of organic scintillators, and have impesi added, such as Thallium in the case
of CslI(Tl), which creates local energy levels i #mergy gap. lonizing radiation excites
electrons in the valence band to the conductioml Ibasulting in a free electron and a free
hole; it also creates excitons, or loosely bourattebn-hole pairs (see Fig. 7). These
pairs move within the lattice structure and whenotke encounters an impurity atom it
can be ionized attracting subsequent electronscdrathen de-excite and emit radiation
[18].

16
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Figure 7. Electron band structure of inorganic scitillators

Excitons are captured as a whole by impurity atam the resulting radiative excited
states decay faster than the single free elecandsholes, which cause the excitation of
metastable states of the impurity atoms. A meldestatate is one that is above the
minimum energy state of the system, but requirespat of energy before it can decay
to a lower energy state. Hence there are two dewsgponents that govern the
reemission of light in CsI(TI), which may be debex by

N() = A ex;&'—;j " Bex;{_?ts ) )

whereN(t) is the number of photons at timeand; andrz; are the fast and slow decay
components respectively [19].

While the fast decay components dominate the leghission of most scintillators,
Csl(Tl) has a substantial slow component. The gnkrgs per unit path lengtdE/dx,of
the incident particle causes the different excgtdes of the scintillator to be populated
differently. Consequently, the relative intenstief 7z and 7, and the resulting pulse
shape from the PMT will depend on the type of iraidparticle. Therefore CsI(TI)
scintillators can be used to perform particle ideration (PID) based on pulse shape
discrimination.

Particles with high ionization densitiedf:/dx produce relatively more excitons than
particles with lower ionization densities and cansantly have a smaller effective decay
component. This is demonstrated in Fig. 8 wheeedigitized waveforms are shown
from the DDC-1 and a 1x1x1 éneubic Csl(Tl) scintillator detector with "&Th source
that emits alpha particles agdrays. Alpha particles have a high ionization dignand

17



an effective decay time of 0.426 in CsI(Tl), in comparison witly-rays which have a

low ionization density and a longer effective detiaye of 0.695us [19].

Sample value ADC trace
Sample value ADC trace
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n
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2050.0
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2.0E+3 19000 [=—Samplg:
50.0 1000 1a0.0 2000 50.0 100.0 150.0 200.0
{a) Sample number 20 &nsisaraple ) Sample number 20 Znslzample

Figure 8. Digitized waveform of an alpha-particle m a) and ay-ray in b) in a CsI(Tl)
detector with a"*Th source

From Fig. 8 a clear pulse shape dependence ofitliized waveform on the type of
radiation is seen using the DDC-1. This impliest tomparing the integrals of different
parts of the CsI(TI) signal will enable discrimiimat between alpha particles aperays

to be performed.

6.2 EXPERIMENTAL PROCEDURE FOR PARTICLE IDENTIFICAT ION

The detector used for pulse shape discriminagoa phoswich detector, which is a
1x1x1 cni CsI(TI) crystal coupled to a 1x1x0.8 &micron BC-404 plastic scintillator
and a R4214 Hamamatsu phototube (see Fig. 9a)e Taa thin aluminum foil window
in front of the CsI(TI) crystal, which is not wragg in Teflon in order to permit the
penetration of alpha particles while shielding thetector from ambient light. The
phoswich detector was used, rather than simplyl@ry<rystal in order to investigate
the time separation of the signal components fioerplastic and the CsI(TI) parts, and to
develop algorithms for devices that utilize thipayof signal. Examples of such devices
are the Miniball [15] and the Dwarf Ball [16], inhich phoswich detectors are used for
particle identification up to around=20 based on pulse shape discrimination. In both of

these applications the phoswich detectors are ceetpof a 20 mm thick CslI(TI) crystal
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coupled to a PMT, where the face of the CsI(TIzasited with several micrometers of
plastic scintillator. Thin plastic scintillatorifavas not available for this work, therefore
the arrangement shown in Fig. 9a was used.

The digitized waveform obtained from the phoswilgtector with no source present
is shown in Fig. 9b. Cosmic rays penetrate the TOsl¢rystal and then the plastic
scintillator. In Fig. 9 it is shown that the fagsimponent of the signal originating from
the plastic can be clearly distinguished from tRpomential decay of the light from the
CslI(Tl) scintillator.

- Sample walue ADC trace
COSHLiC ray ’
{arb. urts)
T | —— Sampleg
10 . CsI(T) —
"L SLOW || crysial 21000
2 0E+3 s SLOW
Smm Bicron
. BC-404
1900.0
1 Phototube FAST
1 1800.0
1 v.,\
¥ teflon 17000
0.0 20.0 100.0 1200 200.0
(2) (b) Sample number 20 Ensisarmple

Figure 9. a) Schematic of phoswich detector with zident cosmic ray b) Digitized waveform
from cosmic ray passing through the phoswich deteat.

During the PID measurement a thitkrh source was placed 5 mm from the face of
the phoswich detector. The particles emitted fréva dlecay chain of*Th are alpha
particles with energies up to 8.79 MeV ardays with energies less than 3 MeV [16].

A leading-edge discriminator was programmed in® data acquisition software on
the host PC in order to select the events to bt#tenmrto disk. The threshold is set at a
sample value of 2100 (see Fig. 10). The sampltefvaveform that first crosses the
threshold, defined on the PC side, is used to iposthe windows of integration of the

waveform. Thefast window is 292 ns wide, which includes 84 ns aftex threshold.
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The slow window is 0.5us wide and thdail window is 2us. In addition to these
windows thetotal areaof the waveform is also calculated using a windb@4 s in
width, which begins 0.62fs before the threshold. The integration windowthsdwere

chosen based on those typically used for PID witlosvich [15, 16] and CsI(Tl)
detectors [17].

Sample walue AOC Trace Csl
{arh. units)
2150.0 —— Sample g
Ll'
.0 threshald
-
- |SLOW .
BASE 1 0 Sucee BASE 2
H050.0 dusec - 4usec ——
A
2 0E42
/ - TAIL
1060.0 I
0.0 200.0 / 400.0 go0.0 200.0 10E:2

FAST Sarmple mumber 20 Znsfsample
202ns

Figure 10. Digitized waveform from phoswich and DDEl with overlaid windows of
integration

The baseline level is determined by averagingvidae of the baseline found from
windowsbase landbase_ 2on either side of the pulse. This is then subtihétom the
fast, slow, tailandtotal areas Events where the average baseline level detedrfiom
base landbase_2vary by more than 10 sample values are discardeeltlzer pulse pile
up has occurred or the pulse did not fit within &Il2C sample range. The value 10 was
chosen as a generous upper bound for variationkeiraverage values ddase land
base_ 2Zhat are due to noise in the signal.

The clear separation of the plastic and CslI(Tihgonents of the digitized signal
enable waveforms that contain a predominantly plastmponent to be discarded by
making a cut determined by the ratiasmic/fas{see Fig. 11).Cosmicis defined to be a

125 ns wide window in between tlfest and slow windows. This cut ‘cleans’ the data
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because events that are discarded, wbasenic/fask 0.3, are from cosmic rays that pass

predominantly through the plastic.

‘ Plot to Determine Cuts to Make for Cosmics

¥BO0D—
I
3
Q
3]

2 25 | 3
Cosmic/Fast

Figure 11. Plot to determinecosmic/fast cut to reduce cosmic ray events recorded. The
events below the ‘CUT’ line are discarded.

Events where ADC overflow occurs are also discard€lis is possible since the ADC
used on the DDC-1 sets a bit when ADC overflow ogcu

In order to calibrate the energy axis, the positiof they-peaks from thé°Co and
137Cs sources with the phoswich detector were usedkig. 12 the ratio ofail/total area
is plotted versugotal areaor energy. This also serves to calibrate tdiktotal area

response foy-rays, which is seen to be between 0.25 and 0.29.
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6.3 RESULTS

6.3.1 Alphay Particle Identification

Two algorithms for performing particle identificati using the"®Th source and
phoswich detector were implemented in this workey'were both applied to the same
data set, therefore allowing an unbiased comparisobhe made between them. This
highlights an important advantage in data analifsas$ is offered by digital electronics.
The two PID indexes chosen wdéttD 1 = tail/total areaandPID_2 = tail/slow.

Fig. 13 shows the two-dimensional plots producethgqu$’ID_1 versus energy.
PID_1 is seen to be independent of energy to a goodogjpation below 5.5 MeV,
however broadens near the threshold. In Fig. D3euts were applied to the data, while
in Fig. 13b the cuts were applied to the same skitaThis permits a reliable comparison
to be made between them in order to demonstratesffieet of the cuts discussed in
section 6.2. The class of events labeled ‘E’ in. Fi§a is removed by the cut on
cosmic/fast These events originate from cosmic rays andaxkdround radiation
predominantly detected in the plastic scintillator.

nat-Th source with cuts applied

nat-Th with no cuts applied

'

€ 7 € 7
Energy (MeV) Energy (MeV)

(a) (b)
Figure 13."Th source with phoswich detector PID_1 vs. Energy (a) with no cuts applied
(b) with the cuts discussed in section 6.2 applied.

Two distinct bands are obtained in the PID plotBimm 13. Events of classes ‘A’ and
‘C’ have a PID index of around 0.27, which is tlaen® as that of thepeaks of°Co and
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13’Cs in Fig. 12. The-rays from the decay chain &fTh are known to have energies up
to approximately 3 MeV [20], which coincides witlass ‘A’ events. This implies that
events ‘A’ arey-rays from thd®Th source and that events ‘C’ are background riadiat
and cosmic rays with waveforms that have a sigaificcomponent from CsI(TI), unlike
events ‘E’. This is further supported by the irigetion of background radiation in
section 6.3.2.

The events ‘B’ in Fig. 13 have a smalRID_1 index than thg-rays, suggesting that
they are alpha particles. Although the decay™dth produces alpha particles with
energies up to 8.79 MeV, the source used was k soiarce and the alpha particles also
lose approximately 1 MeV in the 5 mm of air [21}Wween the source and the detector
The alpha particles are further slowed down indheminum foil on the surface of the
phoswich. Events ‘B’ are measured to have enengeto 5 MeV, which is consistent
with the energy expected for alpha particles framgource.

In order to confirm that the events in class ‘B andeed alpha particles, additional
data sets were collected with a piece of paper émtvihd'*Th source and the detector.
The PID plot obtained is shown in Fig. 14a, whére mnumber of events in class ‘B’ is
severely diminished as compared to Fig. 13b. Trhies that events ‘B’ in Fig. 13 are

alpha particles.

nat-Th source shielded by paper

Counts

o
o b
a

RN RARRN AR

-]
-
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o
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€ 7 € 7
Energy (MeV) Energy

@) (b)
Figure 14."*Th source shielded by paper and phoswich detectoa) PID_1 vs. Energy with
cuts applied (b) projection of ‘B’ events on energ axis.
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It would be expected that all the alpha particlegally from the source would be
stopped by paper. However there are still alphiigh@a events present, particularly with
energies around 5 MeV as indicated in Fig. 14b. mMeasurement was repeated with a
thicker cardboard shielding between the sourcetlaadietector and a similar distribution
of ‘B’ events was observed. Furthermore, an ingesiibn of background radiation (see
section 6.3.2) demonstrates the presence of alphdiclps with energies of
approximately 5 MeV, without any source or papearspnt. Since these are the highest
energy alpha particles measured from the sourdeowttany shielding, this suggests the
possibility that there arBTh decay products, such &€Po, attached to the box that
houses the detector and to the face of the detector

In addition to the identified events ‘A’, ‘B’, ‘Cand ‘E’, there is also a class of
events ‘D’ with a nonlinear PID response that amthier investigated in section 6.3.3.

A similar analysis was carried out with the inde¥D_2 on the same data set
presented in Fig. 13. The PID plot obtained issshan Fig. 15, where the PID index is
again independent of energy to good approximateovi 5.5 MeV, however broadens
near the threshold. Based on a similar analysissasl withPID 1, events ‘A’ are
determined to ba-rays from™Th, events ‘B’ are alpha particles, and events a&
background radiation and cosmic rays with wavefotimas have a significant component
from CsI(Tl). An increase is seen RID 2 for events ‘B’ at 5 MeV, which is not
observed foPID_1. Events ‘D’ again exhibit a nonlinear PID resp®ns

PID_2

PID

nat-Th with cuts applied

0.2

-]
-
N
@
&

6 7
Energy (MeV)
Figure 15."Th source with phoswich detector PID_2 vs. Energy with cuts discussed in
section 6.2 applied.
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A quantitative measure of the PID capabilitiestted DDC-1 with the presented
algorithms is obtained from the figure of merit (APof the PID index versus energy
plots, which is defined as

Separation of Centriods 3
2 FWHM (3)

FOM =

where FWHM is the full width at half maximum. A larger FOMrcesponds to better
particle identification, and ranges from 0 whereréhis no PID to greater than 2 for
excellent PID [14].

PID Index FOM FOM
0.5MeV <E<1MeV|1MeV<E<4MeV

PID_1 = tail/total area 0.92 1.75

PID_2 = tail/slow 1.20 1.63

Table 2. Comparison of the FOM obtained with two diferent PID indexes

From Table 2 we see thRID 2 has significantly better results at lower enerdhen
PID_1, which has better results at higher energid@is large variation of PID with
energy is demonstrated fBitD_1in Fig. 16, which shows the projection on the oatin

for two energy ranges from Fig. 13b.

wE 0.5MeV < E <1 MeV

2.5MeV < E < 3.0 MeV

Wﬂﬂ Il

0.4 0.5
PID 1 = Tail/Total Area

L 1 .
Q 0.1 02 03

0.1 0.2 03 04 0.5 0.6
PID 1 =Tail/Total Area

() (b)
Figure 16. Projection on ordinate from Fig. 13b forenergy ranges (a) 0.5 MeV < E < 1MeV
(b) 2.5 MeV < E < 3.0 MeV
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For comparative purposes we consider the resyltBdlVol et al. for PID with
alpha particles ang-rays using a computer-based digital oscilloscopeé a CsI(Tl)
crystal coupled to a PMT to sample the waveforifise PID index used by DeVol et al.
wasfast/tail where thdfastwindow is 0-1.1us and theail window 0-5.12us for which a
FOM of 1.4 was obtained for 0.662 MeV to 3.18 MaV]. The PID obtained for energy
greater than 1 MeV is substantially better with Bi2C-1 with both PID indexes. For
CslI(Tl) with photodiode and FPGA digitizer configtion a FOM of 1.89 was obtained
for energies less than 1MeV for alpha partielaly PID by Skulski et al., where

(ZSampIe Valuﬁ
-1
Pulse Height (4)

PID =

for t;=0.5us to $=3.25us [5]. This is significantly better than the FOMtained with the
DDC-1 in the energy region less than 1MeV. The ltestdiscussed are summarized in
Table 3.

FOM for Energy < 1 MeV FOM for Energy > 1 MeV
Present WorkPID_1 0.92 1.75
Present WorkPID_2 1.2 1.63
De Vol. et al. [14] 1.4 1.4
Skulski et al. [4] 1.89 -

Table 3. Comparison of FOM achieved with differentPID algorithms

6.3.2 Background Radiation
The background radiation was investigated usirgg ghoswich detector with no
source present to better understand the PID plbtaireed in section 6.3.1. The

background plot obtained f&MD_1is shown in Fig. 17 with the cuts applied.
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g Background with cuts applied

L} 7 8
Energy (MeV)

Figure 17. Phoswich detector with no source prese®i D _1 vs. Energy with cuts applied.

A comparison of Fig. 17 and Fig. 13b demonstrétes the class ‘D’ events occur
due to background radiation. The maximum energyDbevents is approximately 6.6
MeV. This is consistent with the energy depositgda minimum ionizing particle
traveling through the full length of the phoswicétector, wher@lE/dxin the plastic is
1.96 MeV/cm and 5.1 MeV/cm in the CsI(Tl). Thigggests that events ‘D’ are cosmic
rays.

A strong similarity is seen between Fig. 17 angl B#, for the™*Th source shielded
by paper, where alpha particles with energies pf@pmately 5 MeV are observed. As
discussed in section 6.3.1, this supports the Ilmgsid that these high energy alpha
particles are emanating from residual decay predo&é'®Th on the detector and its
surroundings. This may be further investigated Basuring the change in intensity of
alpha ‘background’ over time to determine whethetegay time characteristic of the
decay products d*Th is observed or whether a constant backgroundaadgtivity is

measured.

6.3.3 Nonlinear PID Response

Both the PID indexes investigated show a non-limedavior for energies between
5.5 MeV and 6.6 MeV seen in the class ‘D’ event&im 13-15, 17. From section 6.2.2
it is seen that these events arise from backgrawdiation and that their energy

deposition is consistent with that expected fornuosrays. A possible reason for this
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nonlinear PID response could be due to the ADCgower range for the waveforms in
‘D’, however this possibility is excluded by thet¢bat is made using the ADC overflow
bit. Saturation of either the PMT or in the amiplifsection of the board before the ADC
could potentially give rise to events ‘D’. Theseests could also be an effect of the
CsI(Tl) and plastic detector arrangement or everadunction of the board.

More information may be obtained about the cld¥sevents by looking at the
pulse shape of these events. The data set fromlBigwas used to view the digitized
waveforms of events with energy greater than 5. ¥ MFig. 18a shows a typical event
from this high energy region witRID_1 greater than 0.25, which corresponds to events
‘C’ from Fig. 13b. While Fig. 18b shows a typi@ient forPID_1less than 0.2.
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Figure 18. Example waveform from region of Fig. 13lwith E>5.75MeV (a) with PID_1 >
0.25 (b) withPID_1<0.2

Since the waveform in Fig. 18b is not truncatéds indicates that saturation, for
example in the amplifier section of the board beftire ADC is not responsible for the
behavior of class ‘D’ events. No apparent malfiorcin the operation of the board is
seen from the waveforms of ‘D’ events, which apfedre properly digitized. There is a
very striking difference between the decay compteari the waveforms in Fig 18,
where there is a rise in the waveform in Fig. 1Bpraximately 2.4us after the trigger.

This is consistent with the mean lifetime of a casmay muon, (2.19703 0.00004)us

28



[22]. This suggests that the nonlinearities in Bd3erved could potentially be due to the

decay of a cosmic ray muon stopped in the Csl{ital.

7. CONCLUSION

The prototype FPGA-based digitizer, DDC-1, hasnbesed in this work to develop
the algorithms for digital signal processing ofngidiator pulses for applications in
nuclear physics. This work has provided the pebrinciple of the ability of the DDC-

1 to handle a range of scintillator pulses, andgoer y-ray spectroscopy and PID,
demonstrating the versatility that the digital nputation of waveforms allows. The
algorithm development for spectroscopy and PID iappbns has been carried out on the
host PC in order to refine them before committingnh to the field-programmable gate
array (FPGA) firmware on the DDC-1. Once the appeie firmware has been
developed, FPGA-based electronics have a majornd@lya over previous digitizer
technology because information can be extracted fligitized waveforms in real time.

An intrinsic energy resolution of 0.63% has beezasured for the DDC-1 using an
ORTEC 480 pulser connected to the TENNELEC TC 2dfpldier. This places an
upper limit on the resolution as fluctuations ir tignal from the pulser due to loose
connections may have contributed to this resolyt@md a better intrinsic resolution may
be measured with a different pulser.

It has been demonstrated that the DDC-1 is abseitaessfully digitize a wide range
of scintillator pulses, including fast plastic sidgwith width less than half the sampling
period of the ADC. The Nyquist filter used on thmard, a % order Butterworth filter, is
critical for the digitization of fast pulses. TBaitterworth filter was shown to have an
overshoot in its response to fast plastic pulsd¢kertime domain. The Bessel filter does
not have an overshoot, and therefore is prefefablepplications in which information is
time-encoded, i.e. in the shape of the pulse. Wilse the Nyquist filter used on the 8-

channel digitizer extension of the DDC-1.
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The applicability of the DDC-1 to digitgtray spectroscopy was demonstrated using
a Bicron Nal(Tl) detector. The resolution obtaiwveith the DDC-1 is comparable to that
previously attained with an FPGA-based digitized amalog spectroscopy techniques
[14], where the energy resolution is limited by thel(Tl) crystal resolution and not by
the DDC-1. The digitizer was able to resolve arma}{peak as low as 33 keV, as shown
in the Nal(Tl)y-ray spectra fof*’Cs (see Fig. 6a). High count rate spectroscoplybsil
possible with the development of appropriate firmavahat would perform pile up
detection.

The DDC-1 was shown to be able to carry out ajpdréiclel-ray identification using
pulse shape discrimination. The low energy expanimeas performed using a CslI(Tl)
and plastic phoswich detector. A leading-edgeroiisnator was programmed on the
host PC side and used to define the windows ofjrateon. The plastic component of the
signal was used to reduce the amount of backgrthatdvas written to disk. Two PID
indexes,PID_1 = tail/total areaandPID_2 = tail/slow, were compared using the same
data set. Energy independent PID below 5 MeV wasiodd for both. ThdID_1
showed better results in the region 1MeV to 4MeVthva FOM of 1.75. However, in
the 0.5 MeV to 1 MeV regioID_2 had a better FOM of 1.20. The PID algorithm
could be modified to appl?ID_1 in the higher energy region aiD_2 in the lower
energy region. In both these regions the algoritsed gave better PID than that
obtained using a CsI(Tl) and PMT configuration with computer-based digital
oscilloscope [14]. However the FOM in energy rediess than 1 MeV was significantly
worse than that digitally obtained with a CsI(Ttystal and photodiode [5]. The PID
algorithm used has to be further developed to apéirthe windows of integration, which
will further improve the PID. The use of a digihoothing filter is expected to also
improve the PID capabilities of the DDC-1 by sumgsiag the high-frequency noise in
the signals from the phoswich detector. In theg@neegion above 5.5 MeV, a variation
in thePID_1index from 0.28 to 0.04 is measured due to higtrggnbackground events.
An investigation of the typical pulse shape of Weveforms in this region suggested that

this behavior could be due to the decay of stommenic ray muons. The multichannel
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digitizer, DDC-8, could be used to perform expenmitsethat require coincidence between
scintillation detectors thereby selecting cosmig eaents for further investigation into

the nonlinear PID response observed.
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