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Dat - I'll do the problem in gory detail !

One dimensional particles - non - interacting
H = EILEEN t U exc )) p. i momentum ofi

x ; is position qi
Uk ) = 0 of x SE{ Uo EE Xf L

The density matrix is (see Notes Eq . 12.8.13))

•ft(x, r - -Xix , p , - - - s Pr )
f. ( Xi . - - Xu , Pi . - -pm) =

e-fdxr-dxndpr.jp,
E-BHAI

- - XN ,p, - -pay

To fit the probability particle L is at Xi
,
we

integrate g over all the Pe ad over x, i
-

- 2
.
. - -
N

Since park des au non- interacting , the Boltzmann
factor can be factored

e- pH = e-BHI et
Ha
. .

. e-PHN

where It ,
= PIM t UCH is the single

particle dtaultimae for particle i

Solutions Problem Set 4
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PCXD = fdxzn-rdxnfdp.ru#ne-BHieM?..ePHNSdxrn-dxnfdprndpwe- PH
' ePH2

. . . e-FAN

= Sdp, I
'

( Sdxzdpzetstt) . . - (Sdxndpiettn)
-

ffdxidp , e-&
#
1)(fdxzdpiettt) . - fsdxndpaiettay

all factors for particles i - z - r - N m

'

numerator
cancel corresponding factors wi denominator

Pcxc ) = ftp.e-PPTkme-BUHD
-

fdxidp , EPPIKM e- PUG
, )

integral over p ,
wi numerator cancels that in

denomination

PIX , ) = e-
Bklxi)
-

flex , e-ekcxy
a e

- BUCXD

teUoJ
= 2

Fetsko
Osx , < Lz

÷"
¥ ' ""



Probability the particle wi right half of box is

p = hfgdx , PHD = Ez 2E÷euoJ
-

- quo
p = Hey, prob particle in righthalfq=I-p=÷puopuobPartidenibfthalf↳
The probability that M of the N particles
are in the right half of the box is given
by the binomial distribution

P1M)=NMtcnP^qm
The average number

ni night half is LMI -Np
The standard deviation of the umber in the right
half is

gµ=Jqyy-<mT = VNpqT
(see the end of Notes 2- 15 if thi is not familiar

to you)



we understand the binomial distribution
as follows .

Suppose particles were distinguishable .

Then the probability to get a p¥w
set of M partedies on the right side
would be pm q

N-M

But for PCM ) we do not care about which

particles are as the eecjht side , so we
must multiply pmqn

-M by the
number of ways we

can choose M

of the particles to be on the right. This
is the combinative factor N! Im ! CN - m ) !

We have N
ways

to choose the first particle
that u' on the right

,

N- l ways to choose the
2nd

,
. - - -

,
N- cm - i ) ways to choose the

last Mth particle - Thi is them

N IN- 1) (N-2) - n . (N -Mtl) =NI
CN-my !

ways

But now we do not care what is the order

in whrih we picked the M particles to put

on the right side . So how many ways
are there to order those M ? There are



M (M-1) (M -2) n n - Cl ) = M ! ways .

So the amber of ways to put M parteIes
ant of N on the right hand side , where
we do not care about the order ni while
the particles are added to the rightside
cue NLM! IN-M) !
Tn our discussion session the question
was routed whether the factor should

be different because the particles are

indistinguishable . I think the answer is NI .

Even if particles are indistinguishable ,
there are still N of them . Itai putting
the N particles in a bag , reaching in aid
picking out M of them to put in theright side of the box . There are

N !

¥y
.

ways to do that
- it does not

matter whether we look at the

chosen particles (so as to try ah
distinguish which they are ) or

whether we dint look lbecause we know that

they can't be distinguished) .

It is still the

same factor Alto
M ! IN -M) !

-



If particles were distinguishable , we could ask=

the question - what is the probability that
particles 1,3 , 6 , 47 , 96 , - . - are the M particular
particles that are on the right side . That

probability would be pm qN
- M

.

But if the particles are indistinguishable
we cannot ask that question because we cannot

say which particle is which . But the

probability that there are M particles on

the right side is independent of whether they
are distingue or indistinguishable .

It would most be correct to thick that when

you reach into the bag to select the fist particle
to put in the right side of the box that
there is only one ..way to

do flat suite all

particles are identical . The particles can
all bae in different States characterized bydifferent values of p andx ,

so there

are still M choices



2)
PHY 418      Solutions Problem Set 5

1)2)3)





of problem (1)



1

A further discussion of Problem Set 4, problem 1

When we compute the probability P (M) that M of the N particles are found on the right hand side of the box, does

it matter if the particles are distinguishable or indistinguishable? We consider both cases explicitly, and conclude that

both cases give the same result for P (M).

Distinguishable particles

The probability density ⇢dis for the system of distinguishable particles to have the N particles at coordinates {xi}

with momena {pi} is,

⇢dis({xi, pi}) =
e
��H({xi,pi})

 
Y

i

Z
dxidpi

!
e
��H({xi,pi})

(1)

where ⇢dis is normalized so that

Z
dx1dp1 · · · dxNdpN ⇢dis(x1, p1, . . . , xN , pN ) = 1 (2)

Since the particles are non-interacting, H({xi, pi}) =
NX

i=1

H
(1)

(xi, pi), and this becomes,

⇢dis({xi, pi}) =
e
��H(1)(x1,p1) · · · e��H(1)(xN ,pN )

✓Z
dx1dp1 e

��H(1)(x1,p1)

◆
· · ·

✓Z
dxNdpN e

��H(1)(xN ,pN )

◆ (3)

=

0

BB@
e
��H(1)(x1,p1)

Z
dx1dp1 e

��H(1)(x1,p1)

1

CCA · · ·

0

BB@
e
��H(1)(xN ,pN )

Z
dxNdpN e

��H(1)(xN ,pN )

1

CCA (4)

= ⇢1(x1, p1) · · · ⇢1(xN , pN ) where ⇢1(x, p) ⌘
e
��H(1)(x,p)

Z
dxdp e��H(1)(x,p)

(5)

Since the particles are non-interacting, they are statistically independent, so the joint N -particle probability density

⇢dis({xi, pi}) factors into a product of N single-particle probability densities ⇢1(x, p). That is always true of indepen-

dent random variables – the joint probability distribution factors into a product of distributions for the individual

random variables.

Now we are interested only in the probability for the position, so we integrate over the momentum. Since H
(1)

=

p2

2m
+ U(x) we have

⇢1(x) =

Z
dp ⇢1(x, p) =

e
��U(x)

Z
dp e��p2/2m

Z
dx e��U(x)

Z
dp e��p2/2m

=
e
��U(x)

Z
dx e��U(x)

(6)

2



2

For U(x) =

8
<

:

0 0  x < L/2

U0 L/2  x  L
we have

Z
dx e��U(x)

=
L

2

⇥
1 + e

�U0
⇤
, so

⇢1(x) =
2 e

��U(x)

L [1 + e��U0 ]
(7)

The probability the particle will be found in the right hand side of the box is then,

p =

Z L

L/2
dx ⇢1(x) =

L

2

2e
��U0

L [1 + e��U0 ]
=

e
��U0

[1 + e��U0 ]
= p (8)

and the probability the particle will be found in the left hand side of the box is,

q = 1� p =
1

[1 + e��U0 ]
(9)

Back now to the N -particle system, the probability that we have particles i at positions xi is given by,

⇢dis(x1, . . . , xN ) = ⇢1(x1) · · · ⇢1(xN ) since we just integrate Eq. (5) over all the pi (10)

The probability that we will have the specific particles i = 1, . . . ,M on the right side, and i = M + 1, . . . , N on the

left side, is then obtained by integrating each of the ⇢1(x) over the appropriate interval. We get,

P = pMqN�M
(11)

But if we want to know the probability that M of the particles are on the right side, and all the others are on the left

side, and we don’t care which are the ones that are on the right, then that probability is,

P (M) =
N !

M !(N �M)!
pMqN�M

(12)

since there are
N !

M !(N �M)!
ways to choose which M of the N particles to put on the right side.

Indistinguishable particles

Now suppose our particles are non-interacting but are indistinguishable. Now the N -particle probability density ⇢indis

should be normalized so,

1

N !

Z
dx1dp1 · · · dxNdpN ⇢indis(x1, p1, . . . , xN , pN ) = 1 (13)

The 1/N ! is there because we do not want to over-count states, i.e. the configuration (x1, p1, x2, p2, . . . , xN , pN ) is

the same as the configuration (x2, p2, x1, p1, . . . , xN , pN ). So ⇢(x1, p1, . . . , xN , pN ) is the probability density that one

particle has coordinates (x1, p1), another has coordinates (x2, p2), and so on, and we don’t care which particle has

which coordinates because they are indistinguishable.

Comparing to Eq. (2) we can therefore write,

⇢indis({xi, pi}) = N ! ⇢dis({xi, pi}) (14)
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And similarly, integrating over the momenta, the joint probability to find one particle at x1, another at x2, and so

on, is,

⇢indis(x1, x2, . . . , xN ) = N ! ⇢dis(x1, x2, . . . , xN ) = N ! ⇢1(x1) · · · ⇢1(xN ) (15)

Now suppose I have M red particles and N�M blue particles in the box. The red particles are indistinguishable from

each other, and the blue particles are indistinguishable from each other, but the red particles can be distinguished from

the blue particles. The probability that the red particles are at (x1, . . . , xM ) and the blue particles are at (xM+1, xN )

would be,

⇢indis(x1, . . . , xM ) ⇢indis(xM+1, . . . , xN ) =

h
M ! ⇢(x1) · · · ⇢(xM )

i h
(N �M)! ⇢(xM+1) · · · ⇢(xN )

i
(16)

= M !(N �M)! ⇢1(x1) · · · ⇢1(xN ) (17)

Comparing to Eq. (15) we therefore have,

⇢indis(x1, x2, . . . , xN ) =
N !

M !(N �M)!
⇢indis(x1, . . . , xM ) ⇢indis(xM+1, . . . , xN ) (18)

If we recall that in the microcanonical ensemble, the probability to be in a particular state is 1/⌦, then the above is

similar to Eq. (2.7.25) in our discussion of the entropy of mixing.

So, using Eq. (18), the probability P (M) that M of the indistinguishable particles are on the right and N �M are

on the left is,

P (M) =

Z

such that
M of the xi have L/2  xi

N � M of the xi have xi < L/2
without double counting configurations

dx1 · · · dxN ⇢indis(x1, · · · , xN ) (19)

=
N !

M !(N �M)!

Z

such that
all M of the xi have L/2  xi

without double counting configurations

dx1 · · · dxM ⇢indis(x1, · · · , xM ) (20)

⇥

Z

such that
all N � M of the xi have xi < L/2

without double counting configurations

dxM+1 · · · dxN ⇢indis(xM+1, · · · , xN )

Now we have for the first term on the rightmost side of the above equation,

PR =

Z

such that
all M of the xi have L/2  xi

without double counting configurations

dx1 · · · dxM ⇢indis(x1, · · · , xM ) (21)

=
1

M !

Z L

L/2
dx1 · · · dxM ⇢indis(x1, . . . , xM ) =

1

M !

Z L

L/2
dx1 · · · dxM

h
M ! ⇢dis(x1, . . . , xM )

i
(22)

=

Z L

L/2
dx1 · · · dxM ⇢1(x1) · · · ⇢1(xM ) = pM (23)
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while the second term is,

PL =

Z

such that
all N � M of the xi have xi < L/2

without double counting configurations

dxM+1 · · · dxN ⇢indis(xM+1, · · · , xN ) (24)

=
1

(N �M)!

Z L/2

0
dxM+1 · · · dxN ⇢indis(xM+1, . . . , xN ) (25)

=
1

(N �M)!

Z L/2

0
dxM+1 · · · dxN

h
(N �M)! ⇢dis(xM+1, . . . , xN )

i
(26)

=

Z L/2

0
dxM+1 · · · dxN ⇢1(xM+1) . . . ⇢1(xN ) = qN�M

(27)

Putting these results into Eq. (20) we get,

P (M) =
N !

M !(N �M)!
PR PL =

N !

M !(N �M)!
pN qN�M

(28)

This is exactly the same answer that we had for distinguishable particles!

In several places above we discussed doing integrals without double counting states for identical particles. To be

specific about what we mean, suppose the coordinates of the N particles are (x1, p1), (x2, p2), . . . (xN , pN ). Then if

we want to integrate without double counting, we should integrate the normalization condition as,

Z
1

�1

dpN · · ·

Z
1

�1

dp2

Z
1

�1

dp1

Z L

xN�1

dxN · · ·

Z L

x1

dx2

Z L

0
dx1 ⇢

indis
(x1, p1, x2, p2, . . . , xN , pN ) = 1 (29)

That is, we first choose x1 2 [0, L], then we should next choose x2 2 [x1, L], then x3 2 [x2, L], etc., so that the position

coordinates are ordered as 0  x1  x2  · · ·  xN  L. This way if (x1, x2) is in the region of integration, then

(x2, x1) is not, and so we do not double count. Alternatively, we could integrate over xi 2 [0, L] for all xi, but then

we need to divide the integration by the factor N ! because we are double counting.

To see this graphically, consider the case of just two particles. By the above, we want to integrate over x1 2 [0, L]
and x2 2 [x1, L]. Graphically this is the shaded region shown below to the left. Alternatively, we could integrate over

x1 2 [0, L] and x2 2 [0, L], shown as the shaded region below to the right. But this region has twice the area as the

one to the left, so we would have to multiply by 1/2 = 1/2! to get the same answer as when we integrate over the

region to the left.

x1 

x2 

L 

L 

0 x1 

x2 

L 

L 

0 

If we had distinguishable particles, then (x1, x2) is a di↵erent state from (x2, x1) and we would integrate over the

region above to the right.

One then has (imagine we have already integrated over the pi),

1

2!

Z L

0
dx2

Z L

0
dx1 ⇢

indis
(x1, x2) =

Z L

x1

dx2

Z L

0
dx1 ⇢

indis
(x1, x2) = 1 (30)
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while

Z L

0
dx2

Z L

0
dx1 ⇢

dis
(x1, x2) = 1 (31)

This leads to

1

2!
⇢indis(x1, x2) = ⇢dis(x1, x2) ) ⇢indis(x1, x2) = 2! ⇢dis(x1, x2) (32)

⇢indis must be twice as large as ⇢dis because when we normalize we are really integrating ⇢indis over only halve the

area as when we integrate ⇢dis.

For N particles, this generalizes to ⇢indis(x1, . . . , xN ) = N !⇢dis(x1, . . . , xN ).


